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The Todd—Coxeter procedure is a systematic way of trying to find the order (and
often the structure) of a group given by generators and relations, provided the
group is finite. More generally, we can try to find the index |G : H| of a subgroup
H of finite index, even if G itself is infinite. The problem of finding the order is the
special case H = {1}. A good introductory reference is Neubiiser [9] (supplemented
by [3].) The original paper of Coxeter and Todd [4] is also quite readable. For a
more detailed treatement and further references, see Holt 8, Chapter 5], in which
all algorithms are written out completely in pseudocode. Our treatment will be
somewhat less formal.

We will describe the method in terms of Schreier graphs, so we begin by recalling
what those are.

1. SCHREIER GRAPHS

If o is a permutation of a set X, you can picture ¢ by drawing a directed graph
with X as vertex set and with an edge from z to o(z) for each x € X. Thus
each vertex has exactly one edge coming in and one going out. Note that the graph
breaks up into connected components, one for each cycle in the cycle decomposition
of o.

If you want to picture two or more permutations of X simultaneously, you can
use a different color (or label) for each one of them. Then each vertex has exactly
one edge of each color coming in and one going out.

If you want to picture a whole group of permutations, you don’t have to draw
them all; it’s enough to draw the pictures of a set of generators of the group. You
can then read off the action of any element of the group by writing it as a word in
the generators and their inverses and following the corresponding path in the graph.
Note that this works much better for right actions than for left actions, since you
can follow the path step by step as you read the word from left to right. We will
therefore use right actions in what follows. In addition, we will use exponential
notation for the action. Thus x9 denotes = acted on by g.

2. THE ToDD-COXETER PROCEDURE: EXAMPLE

Suppose G is a group given by generators and relations and H is a subgroup of
finite index. The idea of the Todd—-Coxeter procedure is to try to figure out what
the Schreier graph of the (right) action of G on H\G looks like. What we do is
make up names for cosets (typically 1,2,...) as we go along, and draw in arrows
for the action of the generators as we discover them. The procedure stops when
the graph is complete. This means:

e Every vertex has exactly one edge of each color coming in and one going
out.
e The graph shows that all the relations are satisfied.

I will illustrate the method with the following example

G:=(ab;a®=b"=(ab)?=1).
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Let H := (a) < G, and consider the action of G on X := H\G. We will use red
arrows to denote the action of @ and blue arrows to denote the action of b. When the
Schreier graph is complete, every red-red-red path will have to be closed as a result
of the relation a® = 1. Similarly, every blue-blue-blue path will have to be closed
and every red-blue-red-blue path will have to be closed. So if we see at some stage
a subgraph consisting of two consecutive arrows of the same color, then we can fill
in a third arrow to close the triangle. Similarly, if we see a subgraph consisting of
three sides of a red-blue-red-blue square, then we can fill in the fourth side. Note
that it doesn’t matter what color the fourth side is, since a cyclic permutation of a
relator is again a relator.
We now try to construct the Schreier graph.

Step 1. Record the fact that there is an element of X (called “1”) fixed by H. The
two short blue arrows are reminders that we will eventually have to have a blue
arrow coming in and a blue arrow coming out. But we don’t yet have names for
the vertices at the other ends.
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Step 2. We now check our three relations at the vertex 1. (i) The relation a® = 1
holds trivially (i.e., the red-red-red path starting at 1 is closed). (ii) In order to
check the relation b = 1, we introduce the names 2 := 1° and 3 := 2°. The relation
then tells us that we can close the blue triangle, yielding
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Again we have drawn short arrows at the two new vertices as reminders of what
is missing. (iii) Finally, we check the relation abab = 1 at vertex 1, i.e., we look
for a red-blue-red-blue square starting at 1. Three sides of that square are already
present:
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As noted above, we can fill in the square, i.e., we can deduce that 2 = 3. So our
graph now looks as follows:



It is complete at vertex 1.

Step 3. We now move on to vertex 2 and check the three relations. (i) To check
a® = 1, we define 4 := 3% and then close the red triangle. This yields:
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(ii) The relation b* = 1 already holds at vertex 2. (iii) The relation abab = 1 also
holds. So the graph is complete at vertex 2.

Step 4. At vertex 3, the relations (i) and (ii) already hold. But in checking rela-
tion (iii), we see that we have three sides of the red-blue-red-blue square:

|

We fill in the fourth side and deduce that 4° = 4. Our graph is now

It is complete at 3.



Step 5. Finally, we move to vertex 4 and check that all three relations hold. The
graph is complete.

One can now conclude that |G : H| = 4 and that the graph above really de-
scribes the action of G on X. (The essential content of this is that cosets with
different labels really are distinct.) To prove this, let X be the abstract 4-element
set {1,2,3,4}, where the elements are viewed as labels, not as cosets. The graph
enables us to define an action of G on X. Indeed, it exhibits permutations asso-
ciated to the generators of GG, and we’ve verified that these permutations satisfy
the defining relations of G; so we get a well-defined action. Moreover, the action is
transitive because the graph is connected, and clearly H stabilizes 1.

There is a map p: X — X that takes each label to the corresponding coset, and
this map is G-equivariant because of the way we constructed the graph. (Every
edge that was drawn described the known action of a generator of GG on an element
of X.) It follows that the stabilizer of 1 € X can’t be bigger than H and hence
that p is an isomorphism of G-sets. This proves the claim.

We now know that H has order 3 (i.e., that the generator a of G is not trivial),
since it acts nontrivially on X. Hence G has order 12. In fact, G is isomorphic
to the alternating group A4. To see this, note that the action of G on X gives
us a homomorphism G — Ay, and it is easy to check that the images of a and b
generate Ay. Our assertion now follows from a counting argument.

Remark. This example was simpler than some, in that all the names we introduced
(1,2,...) turned out to represent different cosets. A more common situation is that,
at various stages of the procedure, two cosets with different names are discovered
to be identical. This situation is known in the literature as a coincidence. When
we discover a coincidence, the graph we have constructed up to that point will still
map to the true Schreier graph, but the map will not be injective. We therefore
replace the graph with a quotient graph before continuing. We will give an example
of this in Section [

Coincidences are inevitable in general. [Think about presentations of the trivial
group, for instance.]

3. RELATOR TABLES AND SCANNING

The process of checking that a relator is satisfied at a vertex is called scanning.
In the example above, this involved looking for red-red-red triangles, blue-blue-blue
triangles, and red-blue-red-blue squares. In more complicated examples it is often
helpful to use relator tables, one for each relator, to show the verification that the
relations are satisfied. The completed relator table for abab in our example above
is

a b a b
1 1 2 3 1
2 3 1 1 2
3 4 4 2 3
4 2 3 4 4

Each row starts and ends with the same coset, and the entries show the action of
the various generators that occur in the relator. For example, the entries of the
last row come from the equations 4% = 2, 2 = 3, and so on. The fact that the row
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starts and ends with 4 shows that 4 is fixed by abab. We say that coset 4 “scans
correctly” under abab.

To illustrate the use of relator tables, let’s redo our example from that point of
view. As in Step 1 above, we start with coset 1 satisfying 1 = 1. Scanning 1 under
each of the relators gives

Only the aaa scan is complete at this point.
In order to make progress, let’s define 2 := 1° to get

Note that the entries we made in the second row of the abab table were obtained by
scanning from right to left. In general, we try to scan from left to right and from
right to left until the row is filled.

Now let’s define 3 := 2° in order to fill the gap in the first row of the bbb table.
Since the next entry in that row is 1, we are able to make the deduction 3° = 1.
(This is the analogue, from the point of view of relator tables, of closing the blue
triangle in Step 2 of Section ) The relator tables become

a a a b b b a b a b
1 1 1 1 1 2 3 1 1 1 2 3 1
2 2 2 3 1 2 2 1 1 2
3 3 3 1 2 3 3 2 3

We get the 3 in the first row of the abab table by scanning from right to left. This
fills the row and gives us the deduction 2¢ = 3. This deduction allows us to go one
step further in scanning the second row of the aaa table, leaving a single gap that
can be filled by defining 4 := 3*. At this point it is easy to complete all scans, and
the procedure terminates as in Section [2}

4. COINCIDENCES: EXAMPLE

We briefly mentioned coincidences at the end of Section [2] Here’s an example.
Consider the group

G .= <a,b caba™t = b2, bab ! = a2>

and the trivial subgroup H. Thus we are trying to work out the translation action
of G on itself.

Start with a coset 1 and make successive definitions so that the first relator
(written as aba~'b~1b~1) scans completely: 2 := 19, 3 := 20, 4 := 3¢ ' and
5:=4""". We deduce that 5" = 1, and the Schreier graph so far is a pentagon.
[Draw it!] At this point coset 5 scans completely under the second relator, and we
deduce 197" = 5, allowing us to add a red edge from 5 to 1. Here are the relator



tables, where the uppercase letters denote the inverses of the generators:

a b A B B b a B A A
1 2 3 4 5 1 1 5 1 2 1
2 3 2 2 3 2
3 3 3 3
4 3 4 4 3 4
5 1 5 4 5 5 4 3 2 1 5

Now define 6 := lb_l; this fills the gap in the first row of the second relator table
and gives us the deduction 2 = 6.

At this point we start to get coincidences as we do further scans. For example, the
second row of the first relator now scans completely, giving the deduction 50 =3.
When we try to add the blue edge from 3 to 5 to the Schreier graph, we see that
we already have a blue edge from 1 to 5. Hence we have obtained the coincidence
3=1.

As we noted at the end of Section[2] we now want to replace our tentative Schreier
graph I" by a quotient graph that reflects the coincidence. This graph should still
have the formal properties of a subgraph of a Schreier graph (at most one edge of
each color entering or leaving a vertex). So we need to work out the equivalence
relation on the vertices forced by this requirement and by the coincidence 3 = 1.

Our convention in working with equivalence relations on vertices is that we al-
ways represent an equivalence class by its smallest element. We will also find it
convenient to construct a function p: {1,...,6} — {1,...,6} such that p(z) is
equivalent to z for all z, and p(z) < z for all z with equality if and only if = is the
representative of its equivalence class. We can think of p as an approximation to
the quotient map; we obtain the true quotient map by iterating p until it stabilizes.

To get started, set p(3) := 1 and p(z) := x if © # 3. At this stage our quotient
has 5 vertices, represented by 1,2,4,5,6. You might find it helpful to write “1”
next to vertex 3 as a reminder that p(3) = 1.

Now consider the edges impinging on 3 in I'. We have a blue edge 2 — 3, which
should become a blue edge 2 — 1 in the quotient. But we already have a blue
edge entering 1, which starts at 6. So we have obtained a new coincidence 6 = 2,
which we will need to process as soon as we finish with vertex 3. At this point
we erase the edge 2 — 3 in our picture and we redefine p(6) := 2 (and write “2”
next to 6) to reflect that 6 is equivalent to 2. We also put 6 in a queue of cosets
that have died but still need to be processed. (We will have to deal with the edges
impinging on 6.)

Continuing with vertex 3, we have a red edge 4 — 3. This yields the coincidence
5 = 4, since there is already a red edge 5 — 1. So we erase the edge 4 — 3,
redefine p(5) := 4, and add 5 to the queue. At this point we can erase vertex 3 if
we want.

Now we process vertex 6, for which p(6) = 2. We change the blue edge 6 — 1
to a blue edge 2 — 1. The red edge entering 6 wants to change to a red edge
entering 2. But we already have a red edge 1 — 2, so there is yet another
coincidence, 2 = 1. We therefore erase the edge 2 — 6, redefine p(2) := 1, add 2
to the queue, and (optionally) erase vertex 6.



Continuing in the way to process the vertices in the queue, we quickly find that
the quotient graph consists of the single vertex 1, with a red loop and a blue loop.
The Todd—Coxeter procedure has terminated, proving that G is the trivial group.

Coincidence processing is the most complicated part of the Todd—Coxeter proce-
dure. I hope the method is more-or-less clear from this example, but I will re-explain
it in Section [f] in different language.

Remark. There is a faster way to deduce that G is the trivial group via Todd-
Coxeter. Instead of taking H to be the trivial subgroup, let H := (a). The Schreier
graph collapses to the trivial graph after only a few steps. Thus G = H and is
therefore cyclic, hence abelian. But as soon as we know that G is abelian, the
defining relations immediately imply that G is trivial.

5. FURTHER EXAMPLES

If you want to try some examples on your own, here are a few where the Todd-
Coxeter method reveals the structure fairly easily:

<a, b;ab?at =03, ba?b ! =4a3 > is the trivial group.

<a, b;a®=0*= (ab)* = 1> =~ G, the symmetric group of degree 4.
<a, bia® =0 = (ab)? = 1> = As, the alternating group of degree 5.
<a, b;a?=0b*= (ab)? > 2~ (g, the quaternion group of order 8.

The last one is perhaps the most surprising. Note that there’s no “= 1”7 at the
end of the relations. So it’s not even obvious that a and b have finite order. But
somehow the relations force them to have order 4.

Finally, we briefly discuss the last example given in the original Todd—Coxeter
paper [4]. There is a known group Gy of order 576 generated by three elements
a, b, ¢ that satisfy the relations

(1) a® =b* = = (ab)* = (ac)? = (be)® = 1.

The goal is to prove that these are defining relations for Gy. To this end we denote
by G the abstract group defined by the presentation with three generators subject to
the relations . Thus we have a surjection G — Gy, which will be an isomorphism
if we can show that |G| < 576. Let H := (a,b) < G. Then H is a quotient of Sy
in view of the second example above, so |H| < 24. A straightforward run of the
Todd—Coxeter procedure shows that |G : H| = 24, so we conclude that

|G| =24 - |H| < 24* = 576,

as required.

6. COSET TABLES AND COINCIDENCE PROCESSING

Most of the literature on the Todd—Coxeter procedure uses coset tables instead
of Schreier graphs. A coset table lists the cosets and displays the action of the
generators and their inverses. In other words, it lists the vertices of the Schreier
graph and displays the endpoints of all outgoing and incoming arrows. For example,
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the complete coset table for the example treated in Section [2]is

‘ a A b B
111 1 2 3
213 4 3 1
314 2 1 2
412 3 4 4

Each row corresponds to a coset label, and each column corresponds to a generator
or its inverse. We are still using the convention that uppercase letters denote the
inverses of the generators. Row 2, for example, shows that 2¢ = 3, 207" = 4,20 =3,
and 2" = 1. This is the same information that we would read off from the Schreier
graph by looking at the arrows entering and leaving vertex 2.

We will denote by X the set of coset labels; thus X indexes the rows of the coset
table. Both X and the coset table change during the Todd—Coxeter procedure.
For brevity, I will often call the elements of X cosets. Recall that there might be
coincidences, so the actual set of cosets H\G that we are trying to enumerate may
be a quotient of the final X (assuming that the procedure terminates). Thus we
will maintain an equivalence relation on X throughout the procedure.

As in Section[d] we will always represent an equivalence class by its least element,
and we will use a function p: X — X such that p(x) is equivalent to z and p(z) < z,
with equality if and only if = is the representative of its equivalence class. We call
a coset x € X live if p(x) = x and dead otherwise.

The dead cosets are those that I said could optionally be erased in the example
in Section [l The live cosets represent the equivalence classes and, if the procedure
terminates, they correspond to the actual cosets. Whenever we make definitions or
scan a coset, we deal only with live cosets. The dead cosets come into play only
when we are processing a coincidence, since we will often have a queue of dead
cosets that still need to be processed. At the end of the coincidence processing, it
is harmless to remove the dead rows from the coset table.

We will denote by Rep(x) the representative of the equivalence class of x; this
may change during coincidence processing. Recall that we can compute Rep(z) by
iterating p until it stabilizes.

We now explain how coincidence processing works, in the language of coset
tables; see Holt [8, Section 5.1.3] for more details, including a complete proof that
the algorithm does what it is supposed to do. (The proof is routine but sightly
tedious.)

Suppose we obtain a coincidence x = y, where x and y are live cosets and = < y.
The first step is to merge the equivalence classes of = and y. In this case that simply
means setting p(y) := x and putting y into an initially empty queue of dead cosets
that have to be processed. (“Processing” a dead coset will be explained below.) In
general, if we speak of merging cosets x and y that are not necessarily live, we mean
the following: Consider 2’ := Rep(z) and y’ := Rep(y). We may have 2’ = ¢/, in
which case there is nothing to do. Otherwise, redefine p(y’) := 2’ if 2/ < ¢ or
p(') =y if 2’ > ¢/, and add the larger of 2/, 3’ to the queue.

Now let’s spell out how to process an element v in the queue. We want to
transfer all the information we have about v to information about Rep(v). When
we're done, v should no longer appear in any live row of the coset table. Let S be
the set of generators of G and their inverses. Consider the elements s € S one by



one in some order. We don’t do anything unless v® is defined in the coset table,
say u = v®. [You may find it helpful to draw pictures with labeled edges in order
to keep track of the notation as we proceed.] Then we also have u* ' = v in the
table. The first thing we do is delete that entry, since we don’t want v to remain in
the u-row. The reader can check that an equivalent entry will be put back in later.

In principle, we would now like to insert entries #8 = @ and @° = v into the
table, where ¥ := Rep(v) and @ := Rep(u). But we may already have an entry for
©*® in the table, say v° = w. In this case we simply merge @ and w. Or we may
already have an entry w® ' = in the table, in which case we again merge 4 and w.
The remaining possibility is that neither ¥° nor #* " has been defined; in this case
we insert the desired entries 7° = @ and @° = v into the table.

After we finish considering each s € S, we remove v from the queue and move
on to the next element, continuing until the queue is empty.

7. SUMMARY OF THE TODD—COXETER PROCEDURE

We are given a finitely presented group G and a subgroup H generated by finitely
many elements of G, explicitly given as words in the generators of G. We denote
by S the set of generators of G and their inverses. And we denote by X the set of
coset labels at any given stage of the procedure. Let X be the set of live cosets.

What we have presented so far, mostly by means of examples, is a nondetermin-
istic procedure, with many choices as to how to proceed at each stage:

(1) We can make a definition #* = y, where z € Xy, s € S, and the coset table
does not currently have in entry for . We always take y to be the first
natural number that has not yet been used as a label, and we always add
y571 = z along with 2® = y. [In terms of graphs, we have added a new
vertex and a new labeled, directed edge.]

(2) We can scan a coset under a relator if it is possible to get further than the
last time the same scan was done. If the scan completes, we get a deduction.
We enter that deduction into the coset table unless it conflicts with an
existing entry. In that case we have a coincidence (which we process).

(3) We can scan coset 1 under a generator of H if it is possible to get further
than the last time the same scan was done. Again, we get a deduction if
the scan completes, and we may get a coincidence (which we process).

In practice, we usually start the procedure by “scanning and filling” coset 1 under
all generators of H. This means that we make a definition at the end of each scan
to allow the scan to proceed further, until the scan completes successfully. The
remainder of the procedure consists of steps of types (1) and (2).

A run of the Todd—Coxeter procedure (with some sequences of choices) is said
to terminate if after finitely many steps, all live rows are completely filled in, all
live cosets scan correctly under the relators, and coset 1 scans correctly under the
generators of H. In other words, none of the three steps above can be taken. If this
happens, then the argument used in the example of Section [2| shows that the live
rows of the resulting coset table really describe the action of G on H\G (which is
therefore finite).

Conversely, if |G : H| is finite, we will show that the procedure terminates,
provided we make our choices in a reasonable way.
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Theorem. Consider a run of the Todd—Coxeter procedure in which the choices are
made so that the following conditions are guaranteed to hold:

(a) For each coset label x that is introduced, either x will eventually die or else x*
will eventually be defined for all s € S.

(b) Coset 1 will eventually scan correctly under every generator of H.

(¢) Each coset label x that is introduced and does not die will eventually scan cor-
rectly under every relator.

If |G : H| is finite, then the procedure terminates.

Proof. 1t follows from (a) that every row of the coset table eventually stabilizes and
that the live rows of the resulting limiting table are completely filled in. Indeed,
once an entry appears in a row, the only way it can change is if it decreases as a
result of coincidence processing. And it cannot decrease more than finitely many
times. Let X be the (possibly infinite) set of coset labels; these index the rows
of the limiting table. In view of conditions (b) and (c), the argument that we used
in Section [2| implies that the set X o of live cosets in X, can be identified with
H\G and is therefore finite. The rows corresponding to Xo. ¢ will therefore exist
in their final form after finitely many steps. The theorem will follow if we can show
that, at this stage, Xo = Xoo 0. In other words, every coset that will eventually die
is already dead.

Suppose this is false, and let = be the first element of Xy \ X 0. I claim that z
must occur in some row coresponding to an element of X ¢, contradicting the fact
that those rows have stabilized. This was certainly the case when x first appeared,
since it was defined as y® for some live y < x and some s € S. Now y may have
later died, but then x would have been entered into some earlier live row as a result
of coincidence processing. Repeating this argument, we see that x still occurs in
a live row preceding the z-row. The label of this row is necessarily in X o by
definition of x, proving the claim. O

8. STRATEGIES

There are many possible strategies one can use in order to make sure that the hy-
potheses of the theorem are satisfied. These are discussed in detail in the references
cited at the beginning of this handout. Here are three of them.

The strategy that we followed in Section [2| is often called the HLT method
(after Haselgrove, Leech, and Trotter), or the relator-based method. We start by
scanning coset 1 under the generators of H, making definitions, if necessary, to
force the scan to complete. In the terminology introduced in the previous section,
we scan and fill coset 1. We now proceed to consider the live cosets x > 1 in
numerical order, scanning and filling under all the relators. Coset x might die as a
result of coincidence processing after one of the scans, in which case we omit any
further scans (and optionally erase row x), and we move on to the next live coset.
Otherwise, we make further definitions to fill the z-row before continuing.

There is a variant of HLT, called HLT plus lookahead, which can be useful if we
want to keep the coset table from getting too big and exhausting our computer’s
memory. Suppose we are working at coset x and the number of live cosets has
exceeded some pre-determined threshold, possibly determined by the computer’s
available memory. Instead of scanning and filling, we pause and look ahead at later
cosets in the hope of discovering coincidences. To this end, we scan (without filling)
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all live cosets under all the relators. We then remove the dead rows, and we resume
the HLT procedure at coset x if we have succeeded in recovering some space.

A third method in common use is the Felsch method or the coset table—based
method. Instead of forcing scans to complete, we focus instead on filling the table.
We still proceed from coset to coset, but we don’t necessarily scan the current x
under all the relators. [We do, however, start by scanning and filling 1 under all
generators of H.] Instead, we make new definitions to fill in the z-row, and after
each definition we scan all cosets (without filling) that could possibly be affected
by the definition we’ve just made.

9. SOFTWARE

Many computer algebra systems, including GAP [7] and Magma [1], incorpo-
rate the Todd—Coxeter procedure. GAP has, in addition to its built-in procedure,
two special-purpose packages, called ACE [6] (“Advanced Coset Enumerator”) and
ITC [5] (“Interactive Todd—Coxeter”). The latter has a graphical interface and lets
you control the process step by step, experimenting with different strategies. GAP
and Magma are both installed on the Math Department computer system and can
also be installed on your personal computers. GAP is free but not especially easy
to install. Magma requires a license; see Steve Gaarder for details.
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