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Weak convergence of the empirical copula process indexed by a class of functions is established. Two sce-
narios are considered in which either some smoothness of these functions or smoothness of the underlying
copula function is required.

A novel integration by parts formula for multivariate, right-continuous functions of bounded variation,
which is perhaps of independent interest, is proved. It is a key ingredient in proving weak convergence of a
general empirical process indexed by functions of bounded variation.
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1. Introduction

Let F be a distribution function in R
d with continuous marginals Fj , j ∈ {1, . . . , d} and copula

function C; we will make this a blanket assumption throughout the paper. Given an i.i.d. sample
X1, . . . ,Xn with Xi = (Xi1, . . . ,Xid) distributed according to F , we can construct the empirical
distribution function

Fn(x) = 1

n

n∑
i=1

1{Xi ≤ x}, x ∈R
d ,

with marginals Fnj , j ∈ {1, . . . , d}. The ordinary empirical copula function is defined by

Cn(u) = Fn

(
F

−
n1(u1), . . . ,F

−
nd(ud)

)
, u = (u1, . . . , ud) ∈ [0,1]d .

Here, for a distribution function H , its generalized inverse function H−1 is defined as

H−1(p) =
{

inf
{
t ∈R : H(t) ≥ p

}
, 0 < p ≤ 1,

sup
{
t ∈R : H(t) = 0

}
, p = 0.

Then, the ordinary empirical copula process is given by
√

n(Cn − C)(u), u ∈ [0,1]d . (1)
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The asymptotic behavior of the ordinary empirical copula process is well studied, see for in-
stance [13,15,23,28]. In this paper, we always assume that the space �∞(T ) for some index set
T is equipped with the supremum norm. [27] obtained weak convergence of the process (1) in
�∞([0,1]d) under the weak condition that the first-order partial derivatives of the copula function
C exist and are continuous on subsets of the unit hypercube; we state this condition precisely in
Assumption P. He slightly relaxed the condition used in [13] that required existence and con-
tinuity of the first-order partial derivatives of C on the entire hypercube. Surely, the condition
in [27] is mild, as Theorem 4 in [13] showed that the empirical copula process no longer con-
verges in �∞([0,1]d) if the continuity of any of the d first-order partial derivatives fails at a point
u ∈ (0,1)d . [6] used a weaker semi-metric on �∞([0,1]d) and obtain hypi-convergence of the
empirical copula process, under the assumption stated in their condition 4.3 that the set of points
in [0,1]d where the first-order partial derivatives of the copula function C exist and are contin-
uous has Lebesgue measure one. They showed that hypi-convergence still implies weak conver-
gence of certain Kolmogorov–Smirnov and Cramér–von Mises test statistics. Hypi-convergence
is not studied in this paper.

While it can be verified that Cn is left-continuous with right-hand limits, its cousin

C̄n(u) = 1

n

n∑
i=1

1
{
Fn1(Xi1) ≤ u1, . . . ,Fnd(Xid) ≤ ud

}
, u = (u1, . . . , ud) ∈ [0,1]d

is càdlàg (right-continuous with left-hand limits) and as such a more standard object in proba-
bility theory and, in particular, Lebesgue–Stieltjes integration. We will refer to the process

√
n(C̄n − C)(u), u ∈ [0,1]d (2)

as the càdlàg version of the ordinary empirical copula process given in (1), or simply the empir-
ical copula process. Given an i.i.d. sample, the difference between the ordinary empirical copula
process and its càdlàg version is small; specifically, we will show in Appendix C.1 that, almost
surely,

sup
u∈[0,1]d

∣∣√n(Cn − C)(u) − √
n(C̄n − C)(u)

∣∣≤ d√
n
, (3)

whose bivariate version is pointed out in the proof of Theorem 6 in [13]. Hence, the empirical
copula process given in (2) converges weakly in �∞([0,1]d) under the same weak condition as
in [27].

This paper addresses the following question: Can we generalize the empirical copula process
to a process indexed by functions on the unit hypercube, rather than points in the unit hypercube?
Specifically, based on the empirical copula process C̄n and functions g : [0,1]d → R belonging
to a class G, we consider the generalization

Z̄n(g) = √
n

∫
(0,1]d

g(u)d(C̄n − C)(u)

(4)

= 1√
n

n∑
i=1

{
g
(
Fn1(Xi1), . . . ,Fnd(Xid)

)−E
[
g
(
F1(Xi1), . . . ,Fd(Xid)

)]}
.
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(In the above, the particular domain of integration (0,1]d is chosen for later convenience. Be-
cause the boundary [0,1]d \ (0,1]d has measure zero with respect to both dC̄n and dC, it is easily
seen that Z̄n(g) remains unchanged if the domain of integration [0,1]d is used instead.) From
here on, we use the convention that integral without domain of integration explicitly specified is
understood to be over (0,1]d . The generalization (4) is of particular interest because Z̄n(g) is a
multivariate rank order statistic that is common in the statistics literature. See [24,25] and [23]
for early references. Among other considerations, this justifies taking C̄n as our starting point.
Clearly, (4) reduces to (2) for g(v) = 1{v ≤ u}, and Theorem 6 in [13] states that, for each g that
is suitably regular, the statistic (4) has a normal limiting distribution. This leads to the question
“Can we characterize the class G of functions g : [0,1]d → R for which the process Z̄n in (4)
converges weakly in �∞(G)?”

To answer this question, we consider two complementary cases, one that requires some
smoothness of the underlying copula function C and one that requires smoothness of the index-
ing functions g ∈ G. [32] showed that if the functions g are sufficiently smooth, then existence of
first-order partial derivatives of C is no longer required for the weak convergence of the process
Z̄n in �∞(G). This remarkable fact was established in Corollary 5.4 in [32]. Theorem 7 in our
paper corrects a minor mistake in their proof – uniform equicontinuity in lieu of mere continuity
of the partial derivatives of g ∈ G is required, and demonstrates the weak convergence in a dif-
ferent way under weaker assumptions on G that require no explicit entropy conditions on G. We
stress that many well-known copulas are not differentiable, for example, the Fréchet–Hoeffding
copulas, the Marshall–Olkin copula, the Cuadras–Augé copula, the Raftery copula, among many
others, see the monograph [20]. Moreover, many of the common goodness-of-fit tests for copulas
rely on the weak convergence of the (standard) empirical copula process and thus do not apply
in non-differentiable settings.

The scenario where C is sufficiently smooth, while functions in G are not necessarily differ-
entiable has not been addressed in the literature. In case the underlying copula satisfies Assump-
tion P, we show that under mild conditions on G the process Z̄n converges weakly in �∞(G). We
found a surprisingly simple proof for this fact based on the very general result, Theorem 1 below,
which is of interest in its own.

The paper is organized as follows. Section 2 presents a general weak convergence result of
empirical processes, indexed by functions of bounded variation, including empirical processes
based on stationary sequences satisfying alpha-mixing (or strong-mixing) conditions. We stress
that alpha-mixing is the least restrictive form of available mixing assumptions in the literature.
In this case, the few results in the literature that treat empirical processes indexed by functions
g ∈ G all require stringent entropy conditions on G and on the rate of decay for the mixing
coefficients of Xi , see, for instance, [2]. The main culprit is that alpha-mixing does not allow for
sharp exponential inequalities for partial sums. The only known cases for which sharp conditions
do exist are under more restrictive, beta-mixing dependence. The latter allows for decoupling
and yields exponential inequalities not unlike the i.i.d. case [3,10]. Our theory does not stop
there and allows for short memory casual linear sequences [11]. [9] proved weak convergence of
the standard empirical processes based on stationary sequences that are not necessarily mixing.
[8] treated more general processes indexed by classes G of functions under cumbersome entropy
conditions on G. The advantage of the method presented in this paper is that no explicit entropy
condition on the set G is imposed, while only weak convergence of the standard empirical process
is required.
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Section 3 presents the main results for empirical copula processes indexed by functions.
Smoothness of either the copula function C or the indexing functions g ∈ G is required.

The proofs of some of the results in Section 3 are deferred to Section 4.
Finally, Appendix A contains a novel integration by parts formula for multivariate, right-

continuous functions of bounded variation, which is perhaps of independent interest, Appendix B
contains some technical results, and Appendix C provides some bounds on the distance between
the ordinary empirical copula process and its càdlàg version.

1.1. Notations

We list in this subsection the notations necessary to address the multivariate extension of the
concept of bounded variation and the integration by parts formula in this paper. We mostly follow
the notations introduced in Section 3 of [21]. For x ∈ R

d , we denote its j th component as xj , that
is, x = (x1, . . . , xd). We let 0 ∈ R

d be the vector with all components equal to zero, and 1 ∈ R
d

be the vector with all components equal to one. For a,b ∈ R
d , we write a < b or a ≤ b if these

inequalities hold for all d components. For a,b ∈ R
d with a ≤ b, the hypercube [a,b] is the set

{x ∈R
d : a ≤ x ≤ b}. Thus [0,1] = [0,1]d is the closed unit hypercube, and in this paper we will

work exclusively over this domain unless specified otherwise. Similarly, (a,b] = {x ∈ R
d : a <

x ≤ b}.
For I, J ⊂ {1, . . . , d}, we write |I | for the cardinality of I , and I − J for the complement of

J with respect to I . A unary minus denotes the complement with respect to {1, . . . , d}, so that
−I = {1, . . . , d}− I . In expressions involving both the unary minus and other set operations, the
unary minus has the highest precedence; for instance, −I − J = ({1, . . . , d} − I ) − J .

For I ⊂ {1, . . . , d}, the expression xI denotes an |I |-tuple of real numbers representing the
components xj for j ∈ I . The domain of xI is (typically) the hypercube [0I ,1I ]. Suppose that
I, J ⊂ {1, . . . , d} with I ∩ J = ∅, and x, z ∈ [0,1]. Then we define the concatenation symbol
‘:’ such that the vector xI : zJ represents the point y ∈ [0I∪J ,1I∪J ] with yj = xj for j ∈ I , and
yj = zj for j ∈ J . The vector xI : zJ is well defined for xI ∈ [0I ,1I ] and zJ ∈ [0J ,1J ] when
I ∩ J = ∅, even if x−I or z−J is left unspecified. We also use the concatenation symbol to glue
together more than two sets of components. For instance xI : yJ : zK ∈ [0,1]d is well defined for
xI ∈ [0I ,1I ], yJ ∈ [0J ,1J ] and zK ∈ [0K,1K ] when I, J,K are mutually disjoint sets whose
union is {1, . . . , d}. The main purpose of the concatenation symbol is to construct the argument
to a function by taking components from multiple sources.

For a function f : [0,1]d → R, a set I ⊂ {1, . . . , d} and a constant vector c−I ∈ [0−I ,1−I ],
we can define a function g : [0I ,1I ] → R as a lower-dimensional projection of f onto [0I ,1I ]
via g(xI ) = f (xI : c−I ). We write f (·; c−I ) to denote the function on [0I ,1I ] defined in this
way with the argument on the left of the semicolon and the constant vector c−I on the right, so
that f (xI ; c−I ) = f (xI : c−I ).

2. A general result

The main theorem in this section states that, if Gn is a stochastic process that converges weakly
in �∞([0,1]d) to a continuous Gaussian limit G, then for a large class F of functions on [0,1]d ,
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the weak convergence of the stochastic process
∫

f dGn, with f ∈ F , in �∞(F) follows from
the weak convergence of the stochastic process Gn. The proof relies on Proposition 3 that gives
a very general integration by parts formula for

∫
f dGn. The main idea is to change the integra-

tion over Gn by integration over f . For this reason, we consider functions f for which we can
uniquely define signed Borel measures on [0,1]d . The classical Lebesgue–Stieltjes integration
theory on R is based on functions f that are of bounded variation. To consider its multivariate
extension, naturally we will need to consider multivariate extensions of the concept of bounded
variation.

First, we briefly recall the definition of total variation in the sense of Vitali, and refer to [21]
for a lucid presentation. Following [21], a ladder Y of the interval [0,1] is a set containing 0
and finitely many, possibly zero, values in (0,1). Each element y ∈ Y has a unique successor
y+, defined as the smallest element in (y,1) ∩ Y ; if the intersection is empty, we set y+ = 1.
A multivariate ladder Y = ∏d

j=1 Yj of [0,1]d is based on d one-dimensional ladders Yj , not
necessarily of the same cardinality, with Yj being a ladder of [0{j},1{j}]. Then, the successor
y+ = (y+

1 , . . . , y+
d ) of y = (y1, . . . , yd) ∈ Y is defined by taking each coordinate y+

j to be the

successor of yj on the j th coordinate. Because for each coordinate j , the successor y+
j of yj is

unique, the successor y+ of y is unique as well. Next, we let the d-fold alternating sum of f over
the hypercube (a,b] be

�(f ;a,b) =
∑

I⊂{1,...,d}
(−1)|I |f (aI : b−I ). (5)

(In the terminology of [1] (see their equation (14)), �(f ;a,b) is the d-dimensional quasi-volume
of the hypercube (a,b] assigned by the function f . A formal version of this statement will appear
later in (8) in terms of the measure df defined from the function f .) The variation of a function
f on [0,1]d over a multivariate ladder Y is

VY (f ) =
∑
y∈Y

∣∣�(f ;y,y+)∣∣.
Finally, the total variation of the function f on [0,1]d in the sense of Vitali, or simply the Vitali
variation of f , is

V (f ) := sup
Y

VY (f ).

Here the supremum is taken over all multivariate ladders Y =∏d
j=1 Yj of [0,1]d .

We will also need to consider total variation in the sense of Krause [17,18] and Hardy [16].
Formally, the variation of a function f on [0,1]d in the sense of Hardy–Krause (assumed to be
anchored at 1 unless stated otherwise), or simply the Hardy–Krause variation of f , is

VHK(f ) =
∑

I⊂{1,...,d}:I �=∅

V
(
f (·;1−I )

)
. (6)

Here V (f (·;1−I )) is the Vitali variation of the function f (·;1−I ) on [0I ,1I ]. (We recall from
Section 1.1 that the function f (·;1−I ) : [0I ,1I ] → R is the lower-dimensional projection of f



Empirical copula processes indexed by functions 3351

onto [0I ,1I ] obtained by setting f (xI ;1−I ) = f (xI : 1−I ).) If VHK(f ) < ∞, then we say that
the function f is of bounded Hardy–Krause variation.

From (6), it is clear that a function f on [0,1]d is of bounded Hardy–Krause variation if
and only if for each I ⊂ {1, . . . , d} with I �= ∅, the Vitali variation V (f (·;1−I )) of the func-
tion f (·;1−I ) on [0I ,1I ] is bounded. For each I ⊂ {1, . . . , d} with I �= ∅, we let the mixed
partial derivative of f (xI ;1−I ) taken once with respect to xj for every j ∈ I be denoted as
∂I f (xI ;1−I ). Proposition 14 in [21] states that if ∂I f (xI ;1−I ) is continuous on [0I ,1I ], then

V
(
f (·;1−I )

)=
∫

[0I ,1I ]
∣∣∂I f (xI ;1−I )

∣∣dxI .

Hence a sufficient, but by no means necessary, condition for a function f on [0,1]d to be of
bounded Hardy–Krause variation is that for each I ⊂ {1, . . . , d} with I �= ∅, the mixed partial
derivative ∂I f (xI ;1−I ) is continuous on [0I ,1I ]. A more general characterization of functions
of bounded Hardy–Krause variation is provided by a section of part (b) of Theorem 3 in [1]
which states that if df is a finite signed Borel measure on [0,1]d , then there exists a unique
right-continuous (see Assumption F for our definition of right-continuity) function f on [0,1]d
of bounded Hardy–Krause variation for which

df
([0,x])= f (x), x ∈ [0,1]d . (7)

We will mostly consider functions satisfying the following assumption:

Assumption F. f : [0,1]d → R is right-continuous (to be precise, following [1], we say a func-
tion is right-continuous if it is coordinatewise right-continuous in each coordinate, at every point)
and is of bounded Hardy–Krause variation, that is, VHK(f ) < ∞.

By part (a) of Theorem 3 in [1], which is a converse of part (b) of the same theorem we just
mentioned above, if a function f satisfies Assumption F, then there exists a unique, finite signed
Borel measure df on [0,1]d for which (7) holds. From (7), it is easy to see that, for a,b ∈ [0,1]d
with a ≤ b, the measure df assigns weight

df
(
(a,b])=

∫
(a,b]

df (x) =
∑

I⊂{1,...,d}
(−1)|I |f (aI : b−I ) (8)

to the hypercube (a,b]. (We note the similarity between (5) and (8), but also point out that
df is a Borel measure that is defined on all Borel sets, not just hypercubes.) In fact, we can
conclude from [1] a more general result that we will also use later: if a function f satisfies As-
sumption F, then for arbitrary I ⊂ {1, . . . , d} with I �= ∅ and arbitrary c ∈ [0,1]d , to the lower-
dimensional projection f (·; c−I ) on [0I ,1I ] there corresponds a unique, finite signed Borel mea-
sure df (·; c−I ) on [0I ,1I ] such that

df
([0I ,xI ]; c−I

)= f (xI ; c−I ), xI ∈ [0I ,1I ]. (9)
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The validity of this claim is verified in Appendix B. Hence, for a,b ∈ [0,1]d with aI ≤ bI , the
measure df (·; c−I ) assigns weight

df
(
(aI ,bI ]; c−I

)=
∫

(aI ,bI ]
df (xI ; c−I ) =

∑
I ′⊂I

(−1)|I ′|f (aI ′ : bI−I ′ : c−I ) (10)

to the hypercube (aI ,bI ]. To reiterate, we will identify a function and its lower-dimensional pro-
jections uniquely with the measures satisfying (7) and (9), and hence (8) and (10), respectively.

The main result of this section is presented next.

Theorem 1. Let Gn be a stochastic process on [0,1]d such that its sample paths satisfy Assump-
tion F almost surely, and that Gn converges weakly in �∞([0,1]d) to a continuous Gaussian
limit G. Assume in addition that Gn(u) = 0 almost surely, if uj = 0 for some j ∈ {1, . . . , d}, and
that Gn(1) = 0. Let F be a class of functions f on [0,1]d satisfying Assumption F, and addition-
ally supf ∈F VHK(f ) < ∞. Then the empirical process

∫
f dGn, indexed by f ∈ F , converges

weakly in �∞(F) to a Gaussian limit.

Remark 1. The proof of Theorem 1 reveals (through the limiting process G̃(f ), f ∈ F intro-
duced in the proof) that the limiting process of

∫
f dGn can be characterized as

G̃(f ) =
∑

I⊂{1,...,d}:I �=∅

(−1)|I |
∫

(0I ,1I ]
G(xI ;1−I )df (xI ;1−I )

for f ∈F , based on the limit G of Gn.

Remark 2. We have stated earlier that if df is a finite signed Borel measure on [0,1]d , then
there exists a unique right-continuous function f on [0,1]d of bounded Hardy–Krause vari-
ation for which (7) holds. Hence, a natural class F to consider is the set of such functions
f arising from all signed Borel measures df on [0,1]d whose total variations are uniformly
bounded. By Example 2.10.4 in [31], such a collection F is universally Donsker, and we also
have supf ∈F VHK(f ) < ∞ by equation (10) in Theorem 3 and Lemma 2 in [1].

Remark 3. If F is the particular class of functions as discussed in Remark 2 and so F is univer-
sally Donsker, and if in addition Gn is the standard empirical process from an i.i.d. sample, then
standard empirical process theory straightforwardly yields the conclusion of Theorem 1. How-
ever, we stress that Theorem 1 is much more general because it requires weak convergence only
of the process Gn (and the condition on F ). As particular instances of the applications of The-
orem 1, in Corollary 2 we will apply the theorem to empirical processes based on alpha-mixing
sequences, and in Section 3.1 we will apply the theorem to empirical copula processes, in the
latter case by replacing the process Gn with

√
n(C̄n − C). We also note that the mild boundary

conditions imposed in the second sentence of Theorem 1 are trivially satisfied in these cases.

Proof of Theorem 1. See Section 2.1. �
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Now we apply Theorem 1 to empirical processes based on alpha-mixing sequences. Such a
result is new, as weak convergence of empirical processes for dependent variables indexed by
functions is sparse in the literature and typically requires rather restrictive beta-mixing condi-
tions. For a stationary sequence of random variables in [0,1]d , [22] proved weak convergence
of the standard empirical process

√
n(Fn − F)(x) in �∞([0,1]d) under alpha-mixing conditions

only.

Corollary 2. Let Xi , i ∈ Z, be a stationary sequence of random variables in [0,1]d with contin-
uous distribution function F and with alpha-mixing coefficients

αk := sup
{∣∣P(A ∩ B) − P(A)P(B)

∣∣,A ∈ σ(Xj , j ≤ i),B ∈ σ(Xk+j , j ≥ i), i ∈ Z
}

satisfying

αk = O
(
k−a

)
for some a > 1 and k → ∞.

Let Fn be the empirical distribution function based on Xi , . . . ,Xn and let Gn = √
n(Fn − F)

be the standard empirical process in �∞([0,1]d). Let F be a class of functions f on [0,1]d
satisfying Assumption F, and additionally supf ∈F VHK(f ) < ∞. Then the empirical process∫

f dGn, indexed by f ∈ F , converges weakly in �∞(F) to a Gaussian limit.

Proof. Theorem 7.3 in [22] establishes the weak convergence of the process Gn in �∞([0,1]d)

to a continuous Gaussian limit. The corollary follows immediately from Theorem 1. �

2.1. Proof of Theorem 1

The proof of Theorem 1 relies on the following integration by parts formula for Lebesgue–
Stieltjes integration (Proposition 3) and a technical result regarding functions of bounded Hardy–
Krause variation (Lemma 4). For Lebesgue–Stieltjes integration, integration by parts in arbitrary
dimensions, in contrast to the well-known one-dimensional formula, has been neglected in the
literature.

Proposition 3. Let g be a function on [0,1]d that satisfies Assumption F. Assume in addition
that g(u) = 0 if uj = 0 for some j ∈ {1, . . . , d}, and that g(1) = 0. For any other function f on
[0,1]d satisfying Assumption F, we have∫

(0,1]d
f dg =

∑
I⊂{1,...,d}:I �=∅

(−1)|I |
∫

(0I ,1I ]
g(xI−;1−I )df (xI ;1−I ). (11)

Remark. In (11), the left-continuous function g(·−;1−I ) on (0I ,1I ] is defined as

g(xI−;1−I ) = lim
yI <xI ,yI ↑xI

g(yI ;1−I ),

that is, it denotes the left-hand limit of the function g(·;1−I ) on all coordinates I ⊂ {1, . . . , d}
jointly. The same convention will be used in Theorem 15. The existence of this left-hand limit is
explained in the remarks following Theorem 15.
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Proof of Proposition 3. The result follows from the general formula (40) (which is equivalent
to (39)) in Theorem 15 in Appendix A, by setting a = c = 0 and b = d = 1. To see this, note first
that the summands in the second term on the right-hand side of (40) are identically zero by the
assumption (imposed in the second sentence) of Proposition 3. Next, the summands in the first
term on the right-hand side of (40) are identically zero when I2 �= ∅ because in this case each
term g(xI1−;0I2 : 1I3) as the integrand equals zero, again by the assumption (this time imposed
in the first half of the second sentence) of Proposition 3. �

For any function f on [0,1]d that satisfies Assumption F, and any I ⊂ {1, . . . , d} with I �=
∅, we let df (·;1−I ) be the unique, finite signed Borel measure on [0I ,1I ] satisfying (9) with
c−I = 1−I . We let df (·;1−I ) = df +(·;1−I ) − df −(·;1−I ) be the Jordan decomposition of the
measure df (·;1−I ). Then, following the terminology of [1], we let the measure |df |(·;1−I ) =
df +(·;1−I ) + df −(·;1−I ) be the variation measure on [0I ,1I ], and let |df |([0I ,1I ];1−I ) be
the total variation, both corresponding to the measure df (·;1−I ).

Lemma 4. Assume that a function f on [0,1]d satisfies Assumption F. Then we have

2d · VHK(f ) ≥ max
I⊂{1,...,d}:I �=∅

∫
(0I ,1I ]

|df |(xI ;1−I ).

Proof. We fix arbitrary I ⊂ {1, . . . , d} with I �= ∅. We let VHK(f (·;1−I )) be the variation of
the function f (·;1−I ) on [0I ,1I ] in the sense of Hardy–Krause (anchored at 1I ), which can be
expressed analogously to (6) as

VHK
(
f (·;1−I )

) =
∑

I ′⊂I :I ′ �=∅

V
(
f (·;1I−I ′ : 1−I )

)
. (12)

Note that f (·;1I−I ′ : 1−I ) = f (·;1−I ′), so obviously the non-negative summands on the right
hand side of (6) include all the non-negative summands on the right-hand side of (12); hence we
have

VHK
(
f (·;1−I )

) ≤ VHK(f ). (13)

Similarly, we let VHK0(f (·;1−I )) be the variation of the function f (·;1−I ) on [0I ,1I ] in the
sense of Hardy–Krause but now anchored at 0I , which is defined analogously to (12) but with
1I−I ′ replaced by 0I−I ′ on the right-hand side as

VHK0
(
f (·;1−I )

) =
∑

I ′⊂I :I ′ �=∅

V
(
f (·;0I−I ′ : 1−I )

)
.

We then have∫
(0I ,1I ]

|df |(xI ;1−I ) = |df |((0I ,1I ];1−I

)≤ |df |([0I ,1I ] \ {0I };1−I

)
= |df |([0I ,1I ];1−I

)− |df |({0I };1−I

)
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= VHK0
(
f (·;1−I )

)≤ (
2|I | − 1

)
VHK

(
f (·;1−I )

)
≤ (

2d − 1
)
VHK(f ).

Here the transition to the third line follows by equation (10) in Theorem 3 in [1] and the fact that
|df |({0I };1−I ) = |f (0I : 1−I )| (the latter in turn follows from the proof of part (a) of Theorem 3
in [1]), the second inequality follows by Lemma 2 in [1], and the last inequality follows by (13).
The lemma then follows. �

Proof of Theorem 1. We assume that supf ∈F VHK(f ) ≤ T < ∞. By Lemma 4, we then have

2d · T ≥ sup
f ∈F

[
max

I⊂{1,...,d}:I �=∅

∫
(0I ,1I ]

|df |(xI ;1−I )

]
. (14)

We let

X = {
X : [0,1]d →R,‖X‖∞ < ∞,X is right-continuous,

X(u) = 0 if uj = 0 for some j ∈ {1, . . . , d},X(1) = 0
}

be the metric subspace of �∞([0,1]d) (equipped with the same supremum norm) that is the
collection of right-continuous functions in �∞([0,1]d) that in addition satisfy the conditions
imposed in the second sentence of Theorem 1. The stochastic process Gn and its limit G then
take values in X almost surely.

For any f ∈F , we define

Ḡn(f ) =
∫

f dGn,

G̃n(f ) = �(Gn, f )

based on the functional �(·, ·) :X ×F → R as

�(X,f ) :=
∑

I⊂{1,...,d}:I �=∅

(−1)|I |
∫

(0I ,1I ]
X(xI ;1−I )df (xI ;1−I ). (15)

The only difference between the right-hand sides of (15) and (11) after inserting Gn for X and
g, respectively appears in the argument to the function Gn(·;1−I ) on the left of the semicolon.

First, for each f ∈F , the functional �(·, f ) : X → R is linear and Lipschitz as

∣∣�(X,f ) − �(Y,f )
∣∣ ≤ ∑

I⊂{1,...,d}:I �=∅

∫
(0I ,1I ]

|df |(xI ;1−I ) · ‖X − Y‖∞

(16)
≤ (

22dT
)‖X − Y‖∞.

In the above, we have invoked the property of T as in (14).
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Hence, for any fixed f ∈ F , by the continuous mapping theorem (see, for instance, Theo-
rem 1.3.6 in [31]), and the weak convergence Gn �G, we have

G̃n(f ) = �(Gn, f )� �(G, f ) := G̃(f )

as n → ∞. This result is pointwise in f , that is, it provides fidi-convergence of G̃n. Linearity of
�(·, f ) yields that the limit G̃(f ) is normal.

Next, we define the map �̃ : X → �∞(F) as (�̃(X))(f ) = �(X,f ) for X ∈ X and f ∈ F .
Then the map �̃ is Lipschitz with Lipschitz constant 22dT because∥∥�̃(X) − �̃(Y )

∥∥ = sup
f ∈F

∣∣�(X,f ) − �(Y,f )
∣∣≤ (

22dT
)‖X − Y‖∞. (17)

Here the inequality follows by (16), which in fact holds uniformly over f ∈ F . The continuous
mapping theorem then guarantees that the limit G̃ := �̃(G) of G̃n = �̃(Gn) is tight in �∞(F).

Finally, we let the bounded Lipschitz distance between Ḡn and G̃ be

dBL(Ḡn, G̃) = sup
h

∣∣E[h(Ḡn)
]−E

[
h(G̃)

]∣∣
with the supremum taken over all uniformly bounded, Lipschitz functionals h : �∞(F) → R

with supx∈�∞(F) |h(x)| ≤ 1 and |h(x)−h(y)| ≤ ‖x −y‖ for all x, y ∈ �∞(F). Using the triangle
inequality, we have

dBL(Ḡn, G̃) ≤ dBL(Ḡn, G̃n) + dBL(G̃n, G̃). (18)

For the first term on the right-hand side of (18), we first apply Proposition 3 (with g replaced by
Gn, whose sample paths satisfy Assumption F almost surely by assumption) to the term Ḡn(f )

for an arbitrary f ∈ F , and then invoke the property of T as in (14) to obtain that

‖Ḡn − G̃n‖ = sup
f ∈F

∣∣Ḡn(f ) − G̃n(f )
∣∣

≤
[
sup

x

∣∣Gn(x) −Gn(x−)
∣∣] · sup

f ∈F

[ ∑
I⊂{1,...,d}:I �=∅

∫
(0I ,1I ]

|df |(xI ;1−I )

]
≤ (

22dT
)

sup
x

∣∣Gn(x) −Gn(x−)
∣∣;

then, by the Lipschitz property and boundedness of the functionals h, we conclude that

dBL(Ḡn, G̃n) ≤ E

[
min

{
2,
(
22dT

) · sup
x

∣∣Gn(x) −Gn(x−)
∣∣}]. (19)

For the second term on the right hand side of (18), as a consequence of the Lipschitz property of
the map �̃ with Lipschitz constant 22dT as shown previously in (17), we have

dBL(G̃n, G̃) = sup
h

∣∣E[h(G̃n)
]−E

[
h(G̃)

]∣∣= sup
h

∣∣E[h ◦ �̃(Gn)
]−E

[
h ◦ �̃(G)

]∣∣
(20)

≤ (
22dT

)
dBL(Gn,G).
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In (20) and in (21) below, dBL(Gn,G) is the bounded Lipschitz distance between Gn and G

defined as

dBL(Gn,G) = sup
h̃

∣∣E[h̃(Gn)
]−E

[
h̃(G)

]∣∣
with the supremum taken over all uniformly bounded, Lipschitz functionals h̃ : �∞([0,1]d) → R

with supx∈�∞([0,1]d ) |h̃(x)| ≤ 1 and |h̃(x)− h̃(y)| ≤ ‖x−y‖ for all x, y ∈ �∞([0,1]d). Combining
(18), (19) and (20), we obtain

dBL(Ḡn, G̃) ≤ E

[
min

{
2,
(
22dT

) · sup
x

∣∣Gn(x) −Gn(x−)
∣∣}]+ (

22dT
)
dBL(Gn,G). (21)

We then conclude that dBL(Ḡn, G̃) → 0 as n → ∞. Since the limit G̃ = �̃(G) (as defined ear-
lier) is tight, the desired weak convergence of Ḡn(f ) = ∫

f dGn, indexed by f ∈ F , in �∞(F)

follows. �

3. Empirical copula processes indexed by functions

3.1. Smooth copula functions

Our first result requires the following smoothness condition on the copula function C so that the
ordinary empirical copula process

√
n(Cn −C) given in (1) based on an i.i.d. sample X1, . . . ,Xn

converges weakly in �∞([0,1]d) to a Gaussian limit:

Assumption P. For each k ∈ {1, . . . , d}, the kth first-order partial derivative Ċk of the copula
function C exists and is continuous on the set Vd,k = {u ∈ [0,1]d : uk ∈ (0,1)}.

We then consider the class G of functions g on [0,1]d satisfying Assumption F and addition-
ally supg∈G VHK(g) < ∞. In words, we require that the Vitali variations of the functions g and
their lower-dimensional projections g(·;1−I ) on [0I ,1I ] for I ⊂ {1, . . . , d} \ ∅ are uniformly
bounded.

Theorem 5. Assume that the copula function C satisfies Assumption P. Let G be a class of func-
tions g on [0,1]d satisfying Assumption F, and additionally supg∈G VHK(g) < ∞. Then the em-

pirical process Z̄n(g) defined in (4), indexed by g ∈ G, converges weakly in �∞(G) to a Gaussian
limit.

Remark. From the first remark following Theorem 1, we immediately conclude that the limiting
process Z̄ of Z̄n can be characterized as

Z̄(g) =
∑

I⊂{1,...,d}:I �=∅

(−1)|I |
∫

(0I ,1I ]

{
α(uI ;1−I ) −

∑
k∈I

Ċk(uI ;1−I )αk(uk)

}
dg(uI ;1−I )
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for g ∈ G. Here α is the limiting C-Brownian bridge in �∞([0,1]d) of the standard empiri-
cal process Un = √

n(Hn − C) for Hn the empirical distribution function based on pseudo-
observations U1, . . . ,Un with Ui = (F1(Xi1), . . . ,Fd(Xid)), and αk is the kth marginal of α.
Note that α −∑d

k=1 Ċkαk (with (Ċkαk)(u) interpreted as Ċk(u)αk(uk)) is the limiting process
in �∞([0,1]d) of

√
n(C̄n − C).

Proof of Theorem 5. Under Assumption P, the ordinary empirical copula process
√

n(Cn − C)

converges weakly in �∞([0,1]d) to a continuous Gaussian limit; see for instance Proposition 3.1
in [27] or Corollary 2.5 in [7]. By (3), which holds almost surely for an i.i.d. sample, the empirical
copula process

√
n(C̄n − C) converges weakly in �∞([0,1]d) to the same limit. The conclusion

of the theorem then follows immediately from Theorem 1 by replacing the process Gn with√
n(C̄n − C). �

The class of functions G considered in Theorem 5 is an obvious generalization of the class of
indicator functions 1{· ≤ x} of the half-open rectangles (0,x], x ∈ [0,1]d . Theorem 5 requires no
differentiability of g ∈ G, only right-continuity and uniformly bounded Hardy–Krause variation.

Now we discuss some generalization of Theorem 5. The proof of the theorem requires that
the empirical copula process

√
n(C̄n −C) converges weakly in �∞([0,1]d) so that we can apply

Theorem 1. For an i.i.d. sample, this is shown in increasing generality by, among others, [13] and
[27]. In fact, our method straightforwardly generalizes to certain non-i.i.d. sequence Xi , i ∈ Z,
because Theorem 1 requires weak convergence only of the process

√
n(C̄n − C) in �∞([0,1]d).

[7], in turn, showed that the latter (or more precisely, the ordinary empirical copula process
version (1) of it) is implied by the weak convergence of the standard empirical process

√
n(Hn −

C) for Hn the empirical distribution function based on pseudo-observations U1, . . . ,Un with
Ui = (F1(Xi1), . . . ,Fd(Xid)), together with the smoothness condition stated in Assumption P.

Corollary 6. Assume that the copula function C satisfies Assumption P. Moreover, assume that√
n(Hn − C) converges weakly in �∞([0,1]d) to a Gaussian limit BC . Let G be a class of func-

tions g on [0,1]d satisfying Assumption F, and additionally supg∈G VHK(g) < ∞. Then the em-

pirical process Z̄n(g) defined in (4), indexed by g ∈ G, converges weakly in �∞(G) to a Gaussian
limit.

Proof. The weak convergence of
√

n(Hn − C) in �∞([0,1]d) to a Gaussian limit BC implies
that the limit process BC is continuous, BC(u) = 0 if uj = 0 for some j , and BC(1) = 0. Corol-
lary 2.5 in [7] shows that the weak convergence of

√
n(Hn − C) in �∞([0,1]d), the aforemen-

tioned properties of its Gaussian limit BC , and Assumption P together imply that the ordinary
empirical copula process

√
n(Cn −C) converges weakly in �∞([0,1]d) to a continuous Gaussian

limit. Moreover, Section C.2 shows that (51) holds under the conditions imposed in the second
sentence of the corollary. Hence, the empirical copula process

√
n(C̄n − C) converges weakly

in �∞([0,1]d) to the same limit as the ordinary empirical copula process. The conclusion of the
corollary then follows immediately from Theorem 1, again by replacing the process Gn with√

n(C̄n − C). �
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Remark. In particular, if the empirical distribution function Hn in Corollary 6 is based on a
stationary sequence Ui , i ∈ Z satisfying the (alpha-mixing) conditions in Corollary 2, then the
conditions imposed in the second sentence of the corollary hold.

3.2. Smooth index functions

We again assume that the sample X1, . . . ,Xn is i.i.d. Our next result requires that G is a C-
Donsker class of differentiable functions g : [0,1]d → R. For any g ∈ G, we write ġk = ∂kg

for the partial derivative of g with respect to the kth coordinate, that is, ġk(u) = ∂kg(u) =
∂g(u)/∂uk , u = (u1, . . . , ud). We assume that the classes Ġk , k ∈ {1, . . . , d} of partial deriva-
tives

Ġk = {ġk = ∂kg, g ∈ G}
are uniformly equicontinuous. Interestingly, in this case, the existence of first-order partial deriva-
tives of C is no longer required for the weak convergence of Z̄n.

Theorem 7. Assume that:

– G is a C-Donsker class of uniformly bounded, continuous functions on [0,1]d .
– For each k ∈ {1, . . . , d}, the kth first-order partial derivative ġk of g ∈ G exists on the set

(0,1)d , and the class Ġk is uniformly bounded and uniformly equicontinuous on (0,1)d .

Then the empirical process Z̄n(g) defined in (4), indexed by g ∈ G, converges weakly in �∞(G)

to a Gaussian limit.

Remark. The proof of Theorem 7 reveals (through the process Z̃n(g), g ∈ G introduced in the
proof) that the limiting process Z̄ of Z̄n can be characterized as

Z̄(g) =
∫

g(u)dα(u) +
d∑

k=1

∫
(0,1)d

ġk(u)αk(uk)dC(u) (22)

for g ∈ G. Here the notations are the same as those in the remark following Theorem 5, and the
integral

∫
g(u)dα(u), g ∈ G is understood as the weak limit of

∫
g(u)dUn(u) in �∞(G).

Proof of Theorem 7. See Section 4.2. �

Discussion of the conditions of Theorem 7

(a) Theorem 7 is slightly more general than Corollary 5.4 in [32]. It corrects a slight mistake
in their proof. While they require that the partial derivatives ġk are continuous, their proof
requires that they are in fact uniformly equicontinuous. In particular, at page 247, line 13
they require convergence, uniformly in g, while their proof of this fact (Lemma 4.1 on
the same page) only gives pointwise convergence. While this is easily fixed, the other
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difference with their result, however, is that we do not assume that the uniform entropy
integral J (1,G,L2) is finite, which requires an altogether different proof.

(b) It is remarkable that Theorem 7 holds without any condition on C, under rather mild
regularity on the functions g ∈ G. This is in contrast with the smoothness assumption on
the copula function C (that is, the condition in [27] as stated in Assumption P) required
for the weak convergence of the (standard) empirical copula process (indexed by boxes)
in (2).

Arguably the best known examples of non-differentiable copulas are the Marshall–
Olkin copula C(u, v) = min(u1−αv,uv1−β), and the Fréchet–Hoeffding copulas
C(u, v) = max(u + v − 1,0) and C(u, v) = min(u, v). Another example is the Cuadras–
Augé copula given by

C(u, v) = {
min(u, v)

}θ {uv}1−θ , 0 ≤ θ ≤ 1.

A common technique to construct a copula from a given function δ : [0,1] → [0,1] yields
non-differentiable copulas as well by setting

C(u, v) = min
[
u,v,

{
δ(u) + δ(v)

}
/2
]

or

C(u, v) =
⎧⎨⎩

u − inf
u≤x≤v

{
x − δ(x)

}
, if u ≤ v,

v − inf
v≤x≤u

{
x − δ(x)

}
, if u > v.

(c) A natural class G of functions to consider is Cs
1([0,1]d), as described in detail by [31],

pages 154–157. These are all functions on [0,1]d that have uniformly bounded partial
derivatives up to order �s� and whose highest partial derivatives are Hölder of order
s − �s�. Theorem 2.7.1 and Theorem 2.7.2 in [31] show that the class Cs

1([0,1]d) is
universally Donsker if s > d/2. In particular, this means that for d = 2, the process Z̄n

converge weakly in �∞(Cs
1([0,1]2)), provided the smoothness index s > 1, in which case

Cs
1([0,1]d) consists of all functions having uniformly bounded first-order partial deriva-

tives that satisfy a uniform Hölder condition of some arbitrary order.

3.3. Bootstrap empirical copula processes

We provide the bootstrap counterpart of Theorems 5 and 7. Let the bootstrap sample X∗
1, . . . ,X∗

n

with X∗
i = (X∗

i1, . . . ,X
∗
id ) be obtained by sampling with replacement from the original i.i.d.

sample X1, . . . ,Xn. We write

F
∗
n(x) = 1

n

n∑
i=1

1
{
X∗

i ≤ x
}
, x ∈R

d,
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for the empirical distribution function based on the bootstrap sample, with marginals

F
∗
nj (t) = 1

n

n∑
i=1

1
{
X∗

ij ≤ t
}
, t ∈ R, j ∈ {1, . . . , d}.

We let the associated bootstrap ordinary empirical copula function be

C
∗
n(u) = F

∗
n

(
F

∗−
n1 (u1), . . . ,F

∗−
nd (ud)

)
, u ∈ [0,1]d , (23)

and the càdlàg version of (23), that is, the bootstrap empirical copula function, be

C̄
∗
n(u) = 1

n

n∑
i=1

1
{
F

∗
n1

(
X∗

i1

)≤ u1, . . . ,F
∗
nd

(
X∗

id

)≤ ud

}
, u ∈ [0,1]d . (24)

We let
√

n(C̄∗
n − C̄n) be the bootstrap empirical copula process, and

Z̄
∗
n(g) = √

n

∫
g d
(
C̄

∗
n − C̄n

)
, g ∈ G (25)

be the bootstrap empirical copula process indexed by functions. We have the following bootstrap
version of Theorems 5 and 7.

Theorem 8. Let the bootstrap sample X∗
1, . . . ,X∗

n be obtained by sampling with replacement
from the original i.i.d. sample X1, . . . ,Xn. Assume that the following conditions, which are iden-
tical to those stated under Theorem 5, hold:

– The copula function C satisfies Assumption P.
– G is a class of functions g on [0,1]d satisfying Assumption F, and additionally

supg∈G VHK(g) < ∞.

Alternatively, assume that the following conditions, which are variants of those stated under
Theorem 7, hold:

– G is a C-Donsker class of uniformly bounded, continuous functions on [0,1]d .
– For each k ∈ {1, . . . , d}, the kth first-order partial derivative ġk of g ∈ G exists on the set

Vd,k (we recall the definition of Vd,k from Assumption P), and the class Ġk is uniformly
bounded and uniformly equicontinuous on Vd,k .

Then, the conditional distribution of Z̄∗
n(g) defined in (25), indexed by g ∈ G, converges weakly

in �∞(G) to the same Gaussian limit as Z̄n(g) indexed by g ∈ G, in probability.

Remark 1. More precisely, we prove that

lim
n→∞E

[
sup
h

∣∣E[h(Z̄n)
]−E

∗[h(Z̄∗
n

)]∣∣]= 0. (26)

Here E
∗ is the conditional expectation with respect to the bootstrap sample, and the supre-

mum in (26) is taken over all uniformly bounded, Lipschitz functionals h : �∞(G) → R with
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supx∈�∞(G) |h(x)| ≤ 1 and |h(x) − h(y)| ≤ ‖x − y‖ for all x, y ∈ �∞(G). As usual in the empir-
ical process literature, it is tacitly understood that we take outer probability measures whenever
measurability issues arise.

Remark 2. Comparing the required conditions of Theorem 7 and its bootstrap counterpart, the
only differences are that for the bootstrap version the kth first-order partial derivative ġk of g ∈ G
should exist on Vd,k instead of (0,1)d , and that the class Ġk should be uniformly bounded and
uniformly equicontinuous on Vd,k instead of (0,1)d .

Proof of Theorem 8. See Section 4.3. �

3.4. Some applications

Semi-parametric MLE. This type of results is useful in the same way the extension of the em-
pirical process indexed by general Donsker classes from the class of indicator functions 1{· ≤ x}
of the half-spaces (−∞,x], x ∈ R

d , has proved extremely useful. See, for instance, the mono-
graph [31]. In the context of copula estimation, an important example is the following semi-
parametric maximum likelihood estimation problem [29]. Suppose that the copula function C is
parametrized by a finite dimensional parameter θ ∈ � for � a subset of Rk , that C has density
cθ and that the marginal distributions Fj have densities fj . The log-likelihood function in this
setting is

log�(θ) =
n∑

i=1

log cθ

(
F1(Xi1), . . . ,Fd(Xid)

)+
n∑

i=1

d∑
j=1

logfj (Xij )

and therefore a common strategy is to replace the unknown marginals Fj by Fnj and maximize

n∑
i=1

log cθ

(
Fn1(Xi1), . . . ,Fnd(Xid)

)
over θ . We assume that we can take the derivative of log cθ with respect to θ , and we let the
resulting derivative be the score function φθ . We then define

(θ) =
∫

φθ (u)dC(u)

and

n(θ) =
∫

φθ (u)dC̄n(u).

Example 3.9.35 in [31] shows that the solution θ̂n of n(θ) = 0 is asymptotically normal,
provided the process

√
n(n − )(θ) converges in distribution to a Gaussian Z with continuous

sample paths in �∞(�) and  is sufficiently regular: (θ) = 0 has a unique solution θ0,  is a
local homeomorphism at θ0 and is differentiable at θ0 with derivative ̇θ0 . Consequently, under
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the conditions of either Theorem 5 or Theorem 7 (with no assumptions on C in the latter case)
with G replaced by the class of functions φθ indexed by θ ∈ �, if

lim
‖θ ′−θ‖→0

∫
(φθ ′ − φθ )

2 dC = 0

and  satisfies the regularity conditions above, then θ̂n is asymptotically normal.
We do would like to point out that, in practice it is common for the score function φθ to violate

the required conditions of both Theorems 5 and 7. For instance, Example 3.2 in [4] discusses the
bivariate Gaussian copula model with θ being the correlation coefficient; the score function in
this case is unbounded. We refer the readers to the same reference for a solution in some bivariate
cases.

Testing of non-smooth copulas. The Kolmogorov–Smirnov test statistic
√

n sup
u

∣∣Cn(u) − C(u)
∣∣

converges provided C meets the mild smoothness Condition 4.3 of [6]. If we wish to test for a
non-smooth C, then Theorem 7 poses a solution by considering

√
n sup

g∈G

∣∣∣∣∫ g d(C̄n − C)

∣∣∣∣
for a sufficiently rich class G instead. For instance, we could consider the class G = Cs

1([0,1]d),
with s > d/2, described in bullet (c) in the discussion following Theorem 7. From a compu-
tational point of view, we may consider the class g(x) = gt(x) = exp(〈t,x〉), with t ∈ [−1,1]d
so that we compare the moment generating functions (which are defined for any copula, as the
random vector with distribution function C is bounded). Indeed, if the function

∫
e〈t,u〉 dC(u)

is piecewise differentiable in t, then this would lead to an easily computable test statistic and a
consistent test.

4. Proofs of Theorems 7 and 8

4.1. Notation

Throughout Section 4, we assume without loss of generality that the original observa-
tions Xi = (Xi1, . . . ,Xid) are replaced by the pseudo-observations Ui = (Ui1, . . . ,Uid) =
(F1(Xi1), . . . ,Fd(Xid)), i = 1, . . . , n. With this simplification, the copula function C remains
invariant, but now all marginals Fj , j ∈ {1, . . . , d} are uniform distributions on [0,1], and addi-
tionally we have F = C. For the ordinary empirical copula process, this common simplification
in the copula literature is justified by, for instance, Lemma 8 in [14]. For the purpose of this
paper, it remains true that Z̄n(g), g ∈ G remains invariant under this simplification because C̄n,
the càdlàg version of the ordinary empirical copula function, remains invariant. Having made this
blanket assumption (so in particular Fj (t) = t , j ∈ {1, . . . , d}), we denote by Un the standard em-
pirical process

√
n(Fn − F) in �∞([0,1]d) with marginals Unj = √

n(Fnj − Fj ), j ∈ {1, . . . , d}.
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4.2. Proof of Theorem 7

Recall that ġk is the partial derivative of g ∈ G with respect to the kth coordinate. We define the
empirical process

Z̃n(g) =
∫ [

g +
d∑

k=1

Tk(g)

]
dUn

for g ∈ G, based on the functions Tk(g) : [0,1]d → R for k ∈ {1, . . . , d} and g ∈ G defined as

Tk(g)(x) =
∫

(0,1)d
ġk(u)1{xk ≤ uk}dC(u). (27)

Lemma 9 shows that Z̃n converges weakly in �∞(G) to a Gaussian limit, and it suffices to show
that Z̄n and Z̃n are asymptotically equivalent, as n → ∞. Using Fubini’s theorem, we have that∫

Tk(g)dFn = 1

n

n∑
i=1

∫
(0,1)d

ġk(x)1{Xik ≤ xk}dC(x)

=
∫

(0,1)d
ġk(x)Fnk(xk)dC(x)

and similarly ∫
Tk(g)dC =

∫
(0,1)d

ġk(x)Fk(xk)dC(x),

so that ∫
Tk(g)dUn =

∫
(0,1)d

ġk(x)Unk(xk)dC(x). (28)

It is now easily verified that

(Z̄n − Z̃n)(g) = I(g) + II(g)

for

I(g) =
∫ √

n
[
g
(
Fn1(x1), . . . ,Fnd(xd)

)− g(x)
]

dFn(x) −
d∑

k=1

∫
(0,1)d

ġk(x)Unk(xk)dFn(x),

II(g) =
d∑

k=1

∫
(0,1)d

ġk(x)Unk(xk)dn−1/2
Un(x).
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Hence, if

sup
g∈G

∣∣I(g) + II(g)
∣∣= op(1),

then Z̄n converges weakly in �∞(G) to the same limit as Z̃n. This is verified in Propositions 10
and 11, and the proof of Theorem 7 is complete. �

Lemma 9. Under the assumptions of Theorem 7, the empirical process Z̃n(g), indexed by g ∈ G,
converges weakly in �∞(G) to a Gaussian limit.

Proof. It suffices to prove that the class of functions {g +∑d
k=1 Tk(g) : g ∈ G} is C-Donsker. In

turn it suffices to show that each of
∫

g dUn and
∫

Tk(g)dUn, k ∈ {1, . . . , d} converges weakly
in �∞(G). That

∫
g dUn converges weakly in �∞(G) is obvious by the assumption that G is

C-Donsker. That for each k ∈ {1, . . . , d}, ∫ Tk(g)dUn converges weakly in �∞(G) can be seen
through (28), the assumption that the class Ġk is uniformly bounded, and the continuous mapping
theorem. �

Proposition 10. Under the assumptions of Theorem 7, we have

sup
g∈G

∣∣I(g)
∣∣= op(1). (29)

Proof. We first consider the first term in I(g). We let An be the event on which there exists
x < 1 (we recall our convention that the inequalities here hold for all d components) such that
Fn(x) = 1. Because the copula function C is continuous, the event An has probability one, and
we focus on this event. Then, we can freely change the domain of integration in the first term
in I(g) from (0,1]d to (0,1)d . We let Ln,x be (random) sets defined as Ln,x = {k ∈ {1, . . . , d} :
xk �= Fnk(xk)}. Then we have, by the mean value theorem,∫ √

n
[
g
(
Fn1(x1), . . . ,Fnd(xd)

)− g(x)
]

dFn(x) =
∫

(0,1)d

∑
k∈Ln,x

[
ġk(X̃n,x)Unk(xk)

]
dFn(x).

Here, if Ln,x �= ∅, then X̃n,x is a (random) point in the interior of the line segment between x
and (Fn1(x1), . . . ,Fnd(xd)), and it always holds that X̃n,x ∈ (0,1)d . To see this, note that for all
k ∈ Ln,x, we have xk �= Fnk(xk), and so the kth component of X̃n,x lies within the open interval
(0,1); next, for all k /∈ Ln,x, the kth component of X̃n,x is simply xk , which again lies within
(0,1) because the domain of integration is (0,1)d . Hence, for each k ∈ Ln,x the required partial
derivative ġk(X̃n,x) always exists.

Next, we can write the second term in I(g) as

∫
(0,1)d

d∑
k=1

[
ġk(x)Unk(xk)

]
dn−1/2

Un(x) =
∫

(0,1)d

∑
k∈Ln,x

[
ġk(x)Unk(xk)

]
dFn(x).



3366 D. Radulović, M. Wegkamp and Y. Zhao

The equality holds because when k /∈ Ln,x, we have xk = Fnk(xk) and so Unk(xk) = 0. Therefore,
the term I(g) can be written as

I(g) =
∫

(0,1)d

∑
k∈Ln,x

[(
ġk(X̃n,x) − ġk(x)

)
Unk(xk)

]
dFn(x).

For each k ∈ {1, . . . , d}, because the class Ġk is uniformly equicontinuous on (0,1)d , by
Lemma 12 with the rectangular subset S taken to be (0,1)d , there exists a bounded, non-negative,
and monotone increasing function φk with limt↓0 φk(t) = 0 such that, for arbitrary x ∈ (0,1)d and
arbitrary k ∈ Ln,x, we have

sup
g∈G

∣∣ġk(X̃n,x) − ġk(x)
∣∣ ≤ φk

(‖X̃n,x − x‖)≤ φk

(∥∥Fn(x) − x
∥∥)≤ φk

(∥∥n−1/2
Un

∥∥∞
)
,

whence

sup
g∈G

∣∣I(g)
∣∣ ≤ sup

g∈G
sup

x∈(0,1)d

∑
k∈Ln,x

∣∣(ġk(X̃n,x) − ġk(x)
)
Unk(xk)

∣∣ ∫
(0,1)d

dFn(x)

≤
d∑

k=1

‖Unk‖∞φk

(∥∥n−1/2
Un

∥∥∞
)
.

The standard empirical process Unk converges weakly in �∞([0,1]) and hence ‖Unk‖∞ =
Op(1). By the Glivenko–Cantelli theorem for the standard empirical process Un in �∞([0,1]d),
we have ‖n−1/2

Un‖∞ = op(1), and hence φk(‖n−1/2
Un‖∞) = op(1). Hence (29) is verified. �

Proposition 11. Under the assumptions of Theorem 7, we have

sup
g∈G

∣∣II(g)
∣∣= op(1). (30)

Proof. It suffices to show that

sup
g∈G

∣∣IIk(g)
∣∣= op(1)

for each k ∈ {1, . . . , d}, for

IIk(g) =
∫

(0,1)d
ġk(x)Unk(xk)dn−1/2

Un(x).

We define the classes of functions

Dn(M) = {
D : D is a distribution function on [0,1] with

√
n‖D − I‖∞ ≤ M

}
,

Hk,n(M) = {
h : (0,1)d → R, h(x) = √

n(D − I )(xk)fk(x), (31)

fk ∈ Ġk,D ∈Dn(M)
}
.
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Fix an arbitrary (small) ε ∈ (0,1). There exists M = M(ε) < ∞ such that

lim inf
n→∞ P

{‖Unk‖∞ ≤ M
}≥ 1 − ε.

On the event {‖Unk‖∞ ≤ M}, we have

sup
g∈G

∣∣IIk(g)
∣∣≤ sup

h∈Hk,n(M)

∣∣∣∣∫
(0,1)d

hdn−1/2
Un

∣∣∣∣, (32)

and to prove the proposition, it suffices to verify that the term on the right hand side of (32) con-
verges to zero, in probability, as n → ∞. Since the domain of integration in (32) is (0,1)d and
the copula function C is continuous, without loss of generality in our remaining proof we focus
on measures on (0,1)d and supremum ‖ · ‖∞ taken over (0,1)d . By a straightforward modifi-
cation of Theorem 2.4.3 in [31], the right-hand side of (32) converges to zero (in probability as
n → ∞), if:

1. the class Hk,n(M) has an integrable envelope and
2. for all ξ > 0,

logN
(
ξ,Hk,n(M),L1(Fn)

)= op(n)

holds. Here N(ξ,Hk,n(M),L1(Fn)) is the ξ -covering number of Hk,n(M) in L1(Fn), that
is, the number of closed balls of radius ξ in L1(Fn) needed to cover Hk,n(M).

Since Ġk is uniformly bounded, supfk∈Ġk
‖fk‖∞ ≤ Mk for some Mk < ∞, and we find

sup
h∈Hk,n(M)

‖h‖∞ ≤ M · Mk,

so the envelope condition is fulfilled. We now verify that the metric entropy condition holds. We
fix arbitrary h,h′ ∈ Hk,n(M), and write

h(x) = √
n(D − I )(xk)fk(x), h′(x) = √

n
(
D′ − I

)
(xk)f

′
k(x)

for fk, f
′
k ∈ Ġk and D,D′ ∈Dn(M). We can easily deduce that, for any probability measure Q,∫
(0,1)d

∣∣h − h′∣∣dQ ≤ √
nMk

∫
(0,1)d

∣∣(D − D′)(xk)
∣∣dQ(x) + M

∫
(0,1)d

∣∣fk − f ′
k

∣∣dQ

= √
nMk

∫
(0,1)

∣∣(D − D′)(t)∣∣dQk(t) + M

∫
(0,1)d

∣∣fk − f ′
k

∣∣dQ.

Here Qk is the kth marginal of Q. Hence, we conclude that, for any probability measure Q and
ξ > 0,

logN
(
ξ,Hk,n(M),L1(Q)

)
≤ logN

(
ξ/(2

√
nMk),Dn(M),L1(Qk)

)+ logN
(
ξ/(2M), Ġk,L1(Q)

)
(33)

≤ logN
(
ξ/(2

√
nMk),Dn(M),L1(Qk)

)+ logN∞
(
ξ/(2M), Ġk

)
.
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Here N∞(ε, Ġk) is the ε-covering number of Ġk in L∞((0,1)d). By Lemma 13 and Lemma 14
in Section 4.4, we have, from (33), that

logN
(
ξ,Hk,n(M),L1(Fn)

) ≤ sup
Q

logN
(
ξ,Hk,n(M),L1(Q)

)
≤ K1

√
n + K2 = O(

√
n) = o(n)

with the supremum taken over all probability measures Q, for some finite constants K1,K2 =
K2(ξ) independent of n. This completes the proof of (30). �

4.3. Proof of Theorem 8

We first consider the bootstrap counterpart of Theorem 5. We decompose the bootstrap empirical
copula process

√
n(C̄∗

n − C̄n) as

√
n
(
C̄

∗
n − C̄n

)= √
n
(
C̄

∗
n −C

∗
n

)+ √
n
(
C

∗
n −Cn

)+ √
n(Cn − C̄n). (34)

We tackle the three terms on the right-hand side of (34) in sequence. Section C.3 shows that
the first term satisfies (52). By Corollary 2.11 in [7], which applies under our bootstrap scheme
and Assumption P, the second term, which is the bootstrap ordinary empirical copula process,
converges weakly in �∞([0,1]d) to the same limit as the ordinary empirical copula process.
Finally, we easily obtain from (3) that the third term satisfies

sup
u∈[0,1]d

∣∣√n(Cn − C̄n)(u)
∣∣≤ d√

n

almost surely. Therefore, we conclude that the bootstrap empirical copula process
√

n(C̄∗
n − C̄n)

converges weakly in �∞([0,1]d) to the same limit as the ordinary empirical copula process. With
this fact, the proof of the bootstrap counterpart of Theorem 5 is similar to the proof of Theorem 5,
and is obtained by replacing the process Gn in Theorem 1 with

√
n(C̄∗

n − C̄n).
From here on we concentrate on the bootstrap counterpart of Theorem 7. We let U

∗
n =√

n(F∗
n − Fn) be the bootstrap counterpart of Un = √

n(Fn − F) with marginals U
∗
nj , j ∈

{1, . . . , d}, and recall that F = C and the marginal distributions Fj are uniform distributions
on [0,1].

We write the bootstrap empirical copula process indexed by functions in (25) as

Z̄
∗
n(g) = √

n

(∫
g
(
F

∗
n1(x1), . . . ,F

∗
nd(xd)

)
dF∗

n(x) −
∫

g
(
Fn1(x1), . . . ,Fnd(xd)

)
dFn(x)

)
,

and define the empirical process

Z̃
∗
n(g) =

∫ [
g +

d∑
k=1

Tk(g)

]
dU∗

n =
∫

g dU∗
n +

d∑
k=1

∫
(0,1)d

ġk(x)U∗
nk(xk)dC(x)
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for g ∈ G. Here the function Tk(g) is as defined in (27). The process Z̃
∗
n(g), g ∈ G has a tight

Gaussian limit in �∞(G), by the bootstrap CLT (see, for instance, Theorem 3.6.1 in [31]) and the
proof of Lemma 9. Hence it suffices to show

sup
g∈G

∣∣Z̄∗
n(g) − Z̃

∗
n(g)

∣∣= op∗(1). (35)

For this, we first observe that, after rearranging terms and invoking the same trick as in the proof
of Proposition 10 to change some domains of integration from (0,1]d to (0,1)d , we have

n−1/2
Z̄

∗
n(g) =

∫
g
(
F

∗
n1(x1), . . . ,F

∗
nd(xd)

)
d
(
F

∗
n − Fn

)
(x)

+
∫ {

g
(
F

∗
n1(x1), . . . ,F

∗
nd(xd)

)− g
(
Fn1(x1), . . . ,Fnd(xd)

)}
dFn(x)

=
∫

g(x)d
(
F

∗
n − Fn

)
(x)

+
∫

(0,1)d

{
g
(
F

∗
n1(x1), . . . ,F

∗
nd(xd)

)− g
(
Fn1(x1), . . . ,Fnd(xd)

)}
dC(x)

+
∫

(0,1)d

{
g
(
F

∗
n1(x1), . . . ,F

∗
nd(xd)

)− g
(
Fn1(x1), . . . ,Fnd(xd)

)}
d(Fn − C)(x)

+
∫

(0,1)d

{
g
(
F

∗
n1(x1), . . . ,F

∗
nd(xd)

)− g(x)
}

d
(
F

∗
n − Fn

)
(x)

almost surely, so that (
Z̄

∗
n − Z̃

∗
n

)
(g) = I∗(g) + II∗(g) + III∗(g) (36)

with

I∗(g) =
∫

(0,1)d

√
n
[
g
(
F

∗
n1(x1), . . . ,F

∗
nd(xd)

)− g
(
Fn1(x1), . . . ,Fnd(xd)

)]
dC(x)

−
d∑

k=1

∫
(0,1)d

ġk(x)U∗
nk(xk)dC(x),

II∗(g) =
∫

(0,1)d

{
g
(
F

∗
n1(x1), . . . ,F

∗
nd(xd)

)− g
(
Fn1(x1), . . . ,Fnd(xd)

)}
dUn(x),

III∗(g) =
∫

(0,1)d

{
g
(
F

∗
n1(x1), . . . ,F

∗
nd(xd)

)− g(x)
}

dU∗
n(x).

Hence it in turn suffices to show that supg∈G |I∗(g)|, supg∈G |II∗(g)|, supg∈G |III∗(g)| are all
op∗(1).

For each k ∈ {1, . . . , d}, because the class Ġk is uniformly equicontinuous on Vd,k , by
Lemma 12 with the rectangular subset S taken to be Vd,k , there exists a bounded, non-negative,
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and monotone increasing functions φk with limt↓0 φk(t) = 0 such that supg∈G |ġk(x) − ġk(y)| ≤
φk(‖x − y‖) for all x,y ∈ Vd,k . Now, we first consider the first term I∗ on the right in (36). We
let Ln,x be (random) sets defined as Ln,x = {k ∈ {1, . . . , d} : Fnk(xk) �= F

∗
nk(xk)}. Then we have,

by the mean value theorem,∫
(0,1)d

√
n
[
g
(
F

∗
n1(x1), . . . ,F

∗
nd(xd)

)− g
(
Fn1(x1), . . . ,Fnd(xd)

)]
dC(x)

=
∫

(0,1)d

∑
k∈Ln,x

[
ġk(X̃n,x)U

∗
nk(xk)

]
dC(x).

Here, if Ln,x �= ∅, then X̃n,x is a (random) point in the interior of the line segment between
(Fn1(x1), . . . ,Fnd(xd)) and (F∗

n1(x1), . . . ,F
∗
nd(xd)), and it always holds that X̃n,x ∈ Vd,k for each

k ∈ Ln,x. To see this, note that for all k ∈ Ln,x, we have Fnk(xk) �= F
∗
nk(xk), and so the kth

component of X̃n,x lies within the open interval (0,1). Hence, for each k ∈ Ln,x the required
partial derivative ġk(X̃n,x) always exists. Therefore, we can write I∗(g) as

I∗(g) =
∫

(0,1)d

∑
k∈Ln,x

[(
ġk(X̃n,x) − ġk(x)

)
U

∗
nk(xk)

]
dC(x).

Next, we reason as in Proposition 10 and use the property of the functions φk’s and the fact that
both Unk and U

∗
nk converge weakly. More precisely,

sup
g∈G

∣∣I∗(g)
∣∣ ≤ d∑

k=1

∥∥U∗
nk

∥∥∞φk

(∥∥F∗
n − Fn

∥∥∞ + ‖Fn − I‖∞
)= op∗(1),

which follows because ‖U∗
nk‖∞ = Op∗(1) and φk(‖F∗

n − Fn‖∞ + ‖Fn − I‖∞) = op∗(1).
For the second term II∗ on the right in (36), we write

sup
g∈G

∣∣II∗(g)
∣∣ ≤ d∑

k=1

sup
g∈G

∣∣∣∣∫
(0,1)d

ġk(x)U∗
nk(xk)dn−1/2

Un(x)

∣∣∣∣
+ 2

d∑
k=1

∥∥U∗
nk

∥∥∞φk

(∥∥F∗
n − Fn

∥∥∞ + ‖Fn − I‖∞
)

=
d∑

k=1

sup
g∈G

∣∣∣∣∫
(0,1)d

ġk(x)U∗
nk(xk)dn−1/2

Un(x)

∣∣∣∣+ op∗(1).

We fix arbitrary k ∈ {1, . . . , d}. For each fixed ε > 0, there exists a M = M(ε) < ∞ such that the
event {∥∥U∗

nk

∥∥∞ ≤ M/2
}∩ {‖Unk‖∞ ≤ M/2

}
(37)
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holds with (bootstrap) probability at least 1 − ε as n → ∞. By the decomposition

ġk(x)U∗
nk(xk) = √

n
(
F

∗
nk(xk) − xk

)
ġk(x) − √

n
(
Fnk(xk) − xk

)
ġk(x),

we conclude that on the event in (37), we have

ġkU
∗
nk = h − h′

for h,h′ ∈ Hk,n(M), with the class Hk,n(M) as defined in (31). Hence, on the event in (37),

sup
g∈G

∣∣∣∣∫
(0,1)d

ġk(x)U∗
nk(xk)dn−1/2

Un(x)

∣∣∣∣ ≤ 2 · sup
h∈Hk,n(M)

∣∣∣∣∫
(0,1)d

hdn−1/2
Un

∣∣∣∣.
The right-hand side of the above inequality is op(1) by the same reasoning as in the proof of
Proposition 11. Hence, supg∈G |II∗(g)| = op∗(1).

For the third term III∗ on the right in (36), we argue as for the term II∗ above, now using the
weak convergence of U∗

n in lieu of Un. In particular, for each fixed ε > 0, choose M < ∞ for
which

d⋂
k=1

{∥∥√n
(
F

∗
nk − I

)∥∥∞ ≤ M
}

holds with (bootstrap) probability at least 1−ε as n → ∞. On this event,
√

n(F∗
nk −I )ġk belongs

to Hk,n(M), k ∈ {1, . . . , d}, and

sup
g∈G

∣∣III∗(g)
∣∣ ≤ d∑

k=1

sup
h∈Hk,n(M)

∣∣∣∣∫
(0,1)d

hdn−1/2
U

∗
n

∣∣∣∣+ 2
d∑

k=1

∥∥√n
(
F

∗
nk − I

)∥∥∞ · φk

(∥∥F∗
n − I

∥∥∞
)
.

The second term on the right-hand side of the above inequality is op∗(1). Furthermore, the proof
of Theorem 2.4.3 in [31] or the proof of the uniform Glivenko–Cantelli theorem (Theorem 2.8.1
in [31]) shows that

sup
h∈Hk,n(M)

∣∣∣∣∫
(0,1)d

hdn−1/2
U

∗
n

∣∣∣∣= op∗(1)

because all functions h ∈ Hk,n(M) are uniformly bounded and the required entropy condition is
met with ease. Indeed, as we have shown in the proof of Proposition 11, for all ξ > 0, and with
the supremum taken over all probability measures Q on (0,1)d ,

sup
Q

logN
(
ξ,Hk,n(M),L1(Q)

)= O(
√

n).

Hence, supg∈G |III∗(g)| = op∗(1).
By (36) and the bounds on the terms I∗, II∗ and III∗, we conclude that (35) holds, and the

theorem follows from the weak convergence of Z̃∗
n. �
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4.4. Technical results

This subsection contains technical lemmata needed for the proofs of Propositions 10 and 11,
which are further required for the proofs of Theorems 7 and 8.

Lemma 12. Let S be a rectangular subset of [0,1]d . Let F be a class of functions f : S → R

that are uniformly equicontinuous on S . Then there exists a monotone increasing function φF :
[0,∞) → [0,∞) such that

lim
x↓0

φF (x) = 0 (38)

and

sup
f ∈F

∣∣f (x) − f (y)
∣∣≤ φF

(‖x − y‖) for all x,y ∈ S.

In addition, φF is finite valued.

Proof. Let

φF (a) = sup
x,y∈S:‖x−y‖≤a

sup
f ∈F

∣∣f (x) − f (y)
∣∣.

Clearly, φF is monotone increasing. In addition, (38) must hold, for otherwise F is not uniformly
equicontinuous. Next, for any x′,y′ ∈ S , we let δ = ‖x′ − y′‖, and observe that

sup
f ∈F

∣∣f (x′)− f
(
y′)∣∣≤ sup

x,y∈S:‖x−y‖≤δ

sup
f ∈F

∣∣f (x) − f (y)
∣∣= φF (δ) = φF

(∥∥x′ − y′∥∥).
It remains to show that φF is finite valued. Clearly, φF (0) = 0. Now we fix arbitrary a > 0 and
show that φF (a) < ∞. By (38), we can choose δ ∈ (0, a] small enough so that φF (δ) < ∞.
Because the class F is defined on the bounded set S , there exists some finite absolute constant C

(C = √
d , the Euclidean distance between 0 and 1, suffices) such that, for each pair of x,y ∈ S ,

we can construct a δ-chain

{x = xx,y,0,xx,y,1, . . . ,xx,y,kx,y = y}
within S such that kx,y ≤ �C/δ� and

‖xx,y,i − xx,y,i−1‖ ≤ δ

for each i = 1, . . . , kx,y. Then, by the construction of φF , we have

φF (a) = sup
x,y∈S:‖x−y‖≤a

sup
f ∈F

∣∣f (x) − f (y)
∣∣

≤ sup
x,y∈S:‖x−y‖≤a

sup
f ∈F

kx,y∑
i=1

∣∣f (xx,y,i ) − f (xx,y,i−1)
∣∣
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≤ sup
x,y∈S:‖x−y‖≤a

kx,y∑
i=1

φF (δ)

≤ �C/δ� · φF (δ) < ∞. �

Lemma 13. Let S be a rectangular subset of [0,1]d . Let F be a class of functions f : S → R

that are uniformly bounded and uniformly equicontinuous on S . Then the class F is totally
bounded in L∞(S).

Proof. Since by Lemma 12 there exists a bounded, non-negative and monotone increasing func-
tion φ such that limt↓0 φ(t) = 0 and supf ∈F |f (x) − f (y)| ≤ φ(‖x − y‖) for all x,y ∈ S , and
since the domain S is bounded, we can construct, for each ε > 0, a regular δ-grid of S with
δ = δ(ε) strictly positive and φ(

√
dδ) ≤ ε/2. Since F is uniformly bounded, it is easy to see that

using this finite grid with δ chosen above, there are finitely many functions g1, . . . , gM such that
supf ∈F min1≤k≤M ‖f − gk‖∞ < ε (here the supremum in ‖ · ‖∞ is taken over S). (Using the
line of reasoning as in the proof of Lemma 2.3 in [30], we can actually provide a cleverer upper
bound on M .) �

Lemma 14. The class F of monotone functions f : R→ [0,1] satisfies

logN
(
ε,F,Lr(Q)

)≤ K
1

ε

for all ε > 0, all probability measures Q and all r ≥ 1, for a constant K that depends on r only.

Proof. See Theorem 2.7.5 in [31]. �

Appendix A: Integration by parts

In this section, we present a general yet simple integration by parts formula for Lebesgue–
Stieltjes integration in arbitrary dimensions in formula (39) in Theorem 15. For Lebesgue–
Stieltjes integration, the integration by parts formula in one dimension is well-known; see for
instance, Theorem 14.1 in Chapter 3 of [26]. However, its multivariate extension does not ap-
pear to be adequately addressed. To the best of our knowledge, the only general integration by
parts formula for Lebesgue–Stieltjes integration in arbitrary dimensions is Proposition A.1 in
[12], page 149, which is essentially (42) in our derivation of Theorem 15. We improve upon this
formula on two fronts:

• The integrands in (42) are expressed in terms of the measure dg defined from the function g

through formula (9) (with f replaced by g), instead of the function g itself. Furthermore, if
we expand the integrands in (42) directly in terms of the function g, significant cancellation
will occur; this can be clearly seen through the derivation of our Theorem 15, or through
comparing the number of terms in (42) after the expansion and in our formula (39). Both
of these reasons make Proposition A.1 in [12] unnecessarily complicated. In contrast, our
formula (39) is much simplified and essentially optimal.
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• The condition under which the integration by parts formula holds is now expressed suc-
cinctly as a result of the connection, recently established in [1], between functions of
bounded Hardy–Krause variation and signed measures.

Recently, Theorem A.6 and Corollary A.7 in [4] derive a simple bivariate integration by parts
formula for Lebesgue–Stieltjes integration; however, their proof is quite specific to the case d = 2
and does not appear to be easily generalizable to higher dimensions. We will demonstrate how
we recover Corollary A.7 in [4] from our general formula. We refer the readers to Section 1.1 for
notations, which in turn follow [21]. To obtain a more general formula, we consider functions on
[a,b] ⊂ R

d for a ≤ b instead of the unit hypercube [0,1]d on which we focused for the remainder
of the paper.

Theorem 15 (Integration by parts). We let a,b ∈ R
d with a ≤ b, and functions f,g : [a,b] →

R. We assume that f,g both satisfy Assumption F with [0,1]d replaced by [a,b]. We let the
domain of integration be (c,d] ⊂ R

d with a ≤ c ≤ d ≤ b. Then we have the integration by parts
formula:∫

(c,d]
f dg =

∑
I1,I2,I3⊂{1,...,d}:
I1+I2+I3={1,...,d}

(−1)|I1|+|I2|
∫

(cI1 ,dI1 ]
g(xI1−; cI2 : dI3)df (xI1; cI2 : dI3). (39)

In (39) the ‘+’ symbol within I1 + I2 + I3 denotes the disjoint union, so the summation is taken
over all partitions of the set {1, . . . , d} into the sets I1, I2, I3.

Remarks.

• In (39), the left-continuous function g(·−; cI2 : dI3) on (cI1,dI1] is defined as

g(xI1−; cI2 : dI3) = lim
yI1 <xI1 ,yI1↑xI1

g(yI1; cI2 : dI3),

that is, it denotes the left-hand limit of the function g(·; cI2 : dI3) on all coordinates I1 ⊂
{1, . . . , d} jointly. The alert reader may notice that we have implicitly assumed the existence
of this limit. In fact, this is guaranteed by Assumption F imposed on g, which implies the
identification of the function g with a signed Borel measure dg to which g gives rise through
formula (7) (with f replaced by g). Then, the existence of the left-hand limit of the function
g(·; cI2 : dI3) follows from the continuity of the measure dg.

• If either f or g is continuous, then we can replace xI1− in (39) by xI1 . This is obvious if g is
continuous. If instead f is continuous, then this follows because g can be decomposed as a
sum of two completely monotone functions (see Appendix B), which implies by Lemma 1 in
[19] that the set of discontinuities of g is concentrated on a countable number of coordinate
hyperplanes, and consequently this set has measure zero with respect to df .

• In Theorem 15, we used the convention that if I1 =∅, then∫
(cI1 ,dI1 ]

g(xI1−; cI2 : dI3)df (xI1; cI2 : dI3) = g(cI2 : dI3)f (cI2 : dI3) = (fg)(cI2 : dI3),
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that is, when there is no integration variable, the integration operation simply disappears.1

This convention allows for a more condensed expression, and we will use the same con-
vention below. Alternatively, to avoid invoking this convention, (39) can be equivalently
expressed as∫

(c,d]
f dg

=
∑

I1,I2,I3⊂{1,...,d}:
I1 �=∅,I1+I2+I3={1,...,d}

(−1)|I1|+|I2|
∫

(cI1 ,dI1 ]
g(xI1−; cI2 : dI3)df (xI1; cI2 : dI3) (40)

+
∑

I⊂{1,...,d}
(−1)|I |(fg)(cI : d−I ).

Note that the summation in the last line of (40) is just d(fg)((c,d]), the weight of the
hypercube (c,d] assigned by the measure d(fg) defined from the product (fg). We remark
here that the function (fg) is right-continuous and is of bounded Hardy–Krause variation
(by the closure property of bounded Hardy–Krause variation under multiplication; see, for
instance, Proposition 11 in [21]), so the measure d(fg) is well defined.

• In one dimension, the formula reduces to∫
(c,d]

f (x)dg(x) = −
∫

(c,d]
g(x−)df (x) + [

(fg)(d) − (fg)(c)
]

= −
∫

(c,d]
g(x)df (x) + [

(fg)(d) − (fg)(c)
]

+
∫

(c,d]
{
g(x) − g(x−)

}
df (x).

Here d denotes the right end point of domain of integration, rather than dimension. The
second term on the right is the generalized length of the interval (c, d], based on the right-
continuous function (fg), and the third term equals

∑
x{g(x) − g(x−)}{f (x) − f (x−)}

with the summation taken over all (countable) common points x of discontinuity of f and g.
This term vanishes if either f or g is continuous.

• Note that no further simplification of (39) is possible, as clearly all terms in the sum, now
with integrands expressed directly in terms of the function g (instead of the measure to
which it corresponds), are distinct. In contrast, Proposition A.1 in [12] still contains dupli-
cates that are hidden in the measures that appear as integrands. In d dimensions, there are
a total of 3d terms in the sum of (39), because each of the d coordinates belongs to exactly
one of the sets I1, I2, I3. If d = 2 and if either f or g is continuous, these 32 = 9 terms

1In [21], the constant f (c) on the right-hand side of equation (13) is alternatively written as �u=∅(f ;x, c), which
appears in the first line of the equation array in the proof that follows and which resembles a measure. We follow suit and
pretend that the constant f (cI2 : dI3 ) in fact gives rise to a measure.
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exactly correspond to Corollary A.7 in [4], as we demonstrate now. In this case, (40) (which
is equivalent to (39) with our convention) claims∫

(c,d]
f dg =

∑
I1,I2,I3⊂{1,2}:

I1 �=∅,I1+I2+I3={1,2}

(−1)|I1|+|I2|
∫

(cI1 ,dI1 ]
g(xI1; cI2 : dI3)df (xI1; cI2 : dI3)

(41)
+

∑
I⊂{1,2}

(−1)|I |(fg)(cI : d−I ).

We work out the terms on the right-hand side of (41) one by one. We start from the second
line on the right-hand side of (41). For I =∅, we have

(−1)0(fg)(c∅ : d{1,2}) = (fg)(d1, d2).

For I = {1}, we have

(−1)1(fg)(c{1} : d{2}) = −(fg)(c1, d2).

For I = {2}, we have

(−1)1(fg)(c{2} : d{1}) = −(fg)(d1, c2).

For I = {1,2}, we have

(−1)2(fg)(c{1,2} : d∅) = (fg)(c1, c2).

We now switch to the first line on the right-hand side of (41). For I1 = {1}, I2 = ∅, and
so I3 = {2}, we have

(−1)1+0
∫

(c{1},d{1}]
g(x{1};d{2})df (x{1};d{2}) =: −

∫
(c1,d1]

g(x1, d2)f (dx1, d2).

For I1 = {1}, I2 = {2}, and so I3 =∅, we have

(−1)1+1
∫

(c{1},d{1}]
g(x{1}; c{2})df (x{1}; c{2}) =:

∫
(c1,d1]

g(x1, c2)f (dx1, c2).

For I1 = {2}, I2 =∅, and so I3 = {1}, we have

(−1)1+0
∫

(c{2},d{2}]
g(x{2};d{1})df (x{2};d{1}) =: −

∫
(c2,d2]

g(d1, x2)f (d1,dx2).

For I1 = {2}, I2 = {1}, and so I3 =∅, we have

(−1)1+1
∫

(c{2},d{2}]
g(x{2}; c{1})df (x{2}; c{1}) =:

∫
(c2,d2]

g(c1, x2)f (c1,dx2).
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Finally, for I1 = {1,2} and so I2 = I3 =∅, we have

(−1)2+0
∫

(c{1,2},d{1,2}]
g(x{1,2})df (x{1,2}) =

∫
(c,d]

g(x1, x2)df (x1, x2) =
∫

(c,d]
g df.

Thus in the end, after collecting all terms and replacing the dummy integration variables
x1 and x2 by u and v respectively, we have∫

(c,d]
f dg =

∫
(c,d]

g df + (fg)(d1, d2) − (fg)(c1, d2) − (fg)(d1, c2) + (fg)(c1, c2)

−
∫

(c1,d1]
g(u, d2)f (du,d2) +

∫
(c1,d1]

g(u, c2)f (du, c2)

−
∫

(c2,d2]
g(d1, v)f (d1,dv) +

∫
(c2,d2]

g(c1, v)f (c1,dv).

The terms in the above equation are arranged as and correspond exactly to the terms in
Corollary A.7 in [4] (note that their �(fg, c1, c2, d1, d2) term is exactly the sum of the
second to the fifth terms on the right hand side of the above equation).

We remark here that, when d = 2 and neither f nor g is continuous, with just a little
more algebra, we can also recover Theorem A.6 in [4] from our equation (40). The extra
terms appearing in Theorem A.6 in [4] as compared to their Corollary A.7 will come from
the replacement of the integrand g(xI1; cI2 : dI3) by g(xI1−; cI2 : dI3) in our equation (41).

• If g corresponds to sample paths of the empirical copula process (so [a,b] = [c,d] =
[0,1]d ), then (39) can be further simplified to formula (11) in Proposition 3, because the
assumptions in the second sentence of Proposition 3 are fulfilled.

Proof of Theorem 15. We recall how the functions f and g, and the lower-dimensional projec-
tions of the former, are identified with measures satisfying (7) and (9). Using equation (13) (or
more precisely, using the left-hand side of the first line of the equation array in the proof that
follows) in [21] (see also Lemma A.2 in [12]), we have

f (x) =
∑

I⊂{1,...,d}
(−1)|I | df

(
(xI ,dI ];d−I

)
.

Plugging this into
∫
(c,b] f dg, we have

∫
(c,d]

f dg =
∑

I⊂{1,...,d}
(−1)|I |

[∫
(c,d]

df
(
(xI ,dI ];d−I

)
dg(x)

]

=
∑

I⊂{1,...,d}
(−1)|I |

[∫
(c,d]

∫
(cI ,dI ]

1{cI < xI < yI ≤ dI }df (yI ;d−I )dg(x)

]
.
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Applying Fubini’s theorem, we obtain∫
(c,d]

f dg =
∑

I∈{1,...,d}
(−1)|I |

[∫
(cI ,dI ]

∫
(c,d]

1{cI < xI < yI ≤ dI }dg(x)df (yI ;d−I )

]
(42)

=
∑

I⊂{1,...,d}
(−1)|I |

[∫
(cI ,dI ]

dg
(
(cI ,yI ) × (c−I ,d−I ]

)
df (yI ;d−I )

]
.

Up to this point, we have essentially derived a variant of Proposition A.1 in [12]. However, (42)
can be significantly simplified. Continuing from (42), we have∫

(c,d]
f dg

=
∑

I⊂{1,...,d}
(−1)|I |

[∫
(cI ,dI ]

lim
xI <yI ,xI ↑yI

dg
(
(cI ,xI ] × (c−I ,d−I ]

)
df (yI ;d−I )

]

=
∑

I⊂{1,...,d}
(−1)|I |

[∫
(cI ,dI ]

lim
xI <yI ,xI ↑yI

∑
I1⊂I

∑
I2⊂−I

(−1)|I1|+|I2|

(43)

× g(xI−I1 : cI1; cI2 : d−I−I2)df (yI ;d−I )

]
=

∑
I⊂{1,...,d}

∑
I1⊂I

∑
I2⊂−I

(−1)|I |+|I1|+|I2|

×
[∫

(cI ,dI ]
g(yI−I1− : cI1; cI2 : d−I−I2)df (yI ;d−I )

]
.

The term in the square bracket in the last line of (43) can be further simplified as∑
I3⊂I1

(−1)|I3|
∫

(cI−I1 ,dI−I1 ]
g(yI−I1−; cI1+I2 : d−I−I2)df (yI−I1; cI3 : d−I+I1−I3). (44)

This claim is easily verified for step functions g (in yI−I1 ) and the general case follows by
approximating g by a sum of step functions. After replacing the term in the square bracket in the
last line of (43) by (44), we obtain∫

(c,d]
f dg =

∑
I⊂{1,...,d}

∑
I1⊂I

∑
I2⊂−I

∑
I3⊂I1

(−1)|I |+|I1|+|I2|+|I3|

(45)

×
[∫

(cI−I1 ,dI−I1 ]
g(xI−I1−; cI1+I2 : d−I−I2)df (xI−I1; cI3 : d−I+I1−I3)

]
.

We now simplify the summation in (45). We let u1 = I − I1, u2 = I3, u3 = −I − I2, u4 =
I2, u5 = I1 − I3, so u1 + u2 + u3 + u4 + u5 = {1, . . . , d}. Then, the summation over
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I ⊂ {1, . . . , d}, I1 ⊂ I , I2 ⊂ −I , I3 ⊂ I1 becomes a summation over u1, u2, u3, u4, u5
with u1 + u2 + u3 + u4 + u5 = {1, . . . , d}, and furthermore (−1)|I |+|I1|+|I2|+|I3| becomes
(−1)|u1|+3|u2|+|u4|+2|u5| = (−1)|u1|+|u2|+|u4|. Consequently, (45) becomes∫

(c,d]
f dg =

∑
u1,u2,u3,u4,u5⊂{1,...,d}:

u1+u2+u3+u4+u5={1,...,d}

(−1)|u1|+|u2|+|u4|

(46)

×
[∫

(cu1 ,du1 ]
g(xu1−; cu2+u4+u5 : du3)df (xu1; cu2 : du3+u4+u5)

]
.

Note that in the square bracket in (46), u4 and u5 always appear together as the union u4 + u5,
and so the term in the square bracket is uniquely determined by u1, u2, u3 (in which case u4 +u5
is also determined). Now we evaluate, for given u1, u2, u3, the coefficient∑

u4,u5⊂{1,...,d}:
u4+u5={1,...,d}−u1−u2−u3

(−1)|u1|+|u2|+|u4| = (−1)|u1|+|u2| ∑
u4,u5⊂{1,...,d}:

u4+u5={1,...,d}−u1−u2−u3

(−1)|u4|.

One moment’s thought reveals that the summation on the right-hand side of the above equality
is zero, unless u4 + u5 = ∅, in which case it is one.2 Finally, applying this result to (46) yields
(39). �

Appendix B: Measures defined from lower dimensional
projections of functions of bounded
Hardy–Krause variation

We assume that a function f satisfies Assumption F. We let I ⊂ {1, . . . , d} with I �= ∅ and c ∈
[0,1]d be arbitrary, and let f (·; c−I ) be the lower dimensional projection of the function f onto
[0I ,1I ]. We show that, corresponding to the function f (·; c−I ) there exists a unique, finite signed
Borel measure df (·; c−I ) on [0I ,1I ] satisfying (9). By part (a) of Theorem 3 in [1], because
f (·; c−I ) is obviously right-continuous, it suffices to show that f (·; c−I ) is of bounded Hardy–
Krause variation on [0I ,1I ]. By definition of the Hardy–Krause variation, in turn it suffices to
show that for each I ′ ⊂ I with I ′ �= ∅, the Vitali variation of the function f (·;1I−I ′ : c−I ) on
[0I ′ ,1I ′ ] is bounded. Without loss of generality we show this for an arbitrary I ′ ⊂ I with I ′ �=∅.

We essentially proceed as in the proof (up to roughly the top of page 160) of Lemma 2 in [1].
We let f (x) = f (0) + f +(x) + f −(x) be the Jordan decomposition of the function f on [0,1]d
in the sense defined in Theorem 2 in [1]. Then, both f + and f − are finite-valued (which can

2If u4 + u5 �= ∅ and |u4 + u5| is odd, for each u ⊂ u4 + u5, the term (−1)|u4| with u4 = u cancels with the term

(−1)|u4| with u4 = u4 + u5 − u, because exactly one of |u| and |u4 + u5 − u| is odd. If u4 + u5 �= ∅ and |u4 + u5|
is even, and if i ∈ u4 + u5, we can separately consider the case i ∈ u4 and i /∈ u4 to effectively reduce the number of
coordinates to consider from even to odd, and apply the previous argument again.
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be seen from equations (26) and (27) in the proof of Theorem 2 in [1]), and both f + and f − as
well as all their lower dimensional projections are completely monotone in the sense defined at
the bottom of page 153 of [1] (alternatively, see Section 3 of [19]).

By the closure property of bounded Vitali variation under summation, it now suffices to show
that the Vitali variations V ±(f ±(·;1I−I ′ : c−I )) of the functions f ±(·;1I−I ′ : c−I ) on [0I ′ ,1I ′ ]
are bounded. Without loss of generality, we show V (f +(·;1I−I ′ : c−I )) < ∞. By definition,

V
(
f +(·;1I−I ′ : c−I )

) = sup
YI ′

VYI ′
(
f +(·;1I−I ′ : c−I )

)
= sup

YI ′

∑
yI ′ ∈YI ′

∣∣∣∣ ∑
I ′′⊂I ′

(−1)|I ′′|f +(yI ′′ : y+
I ′−I ′′ : 1I−I ′ : c−I

)∣∣∣∣.
Here the supremum is taken over all multivariate ladders YI ′ =∏

j∈I ′ Yj of [0I ′ ,1I ′ ] for Yj a
ladder of [0{j},1{j}], and in the first line VYI ′ (f

+(·;1I−I ′ : c−I )) is the variation of the function
f +(·;1I−I ′ : c−I ) over the multivariate ladder YI ′ . Next, in the second line the quantity inside
the absolute value function is the |I ′|-fold alternating sum of the function f +(·;1I−I ′ : c−I ) over
the hypercube (yI ′ ,y+

I ′ ] for y+
I ′ the successor of yI ′ ∈ YI ′ ; because f + (as a function on [0,1]d )

is completely monotone, this quantity is always non-negative. Consequently, we have

V
(
f +(·;1I−I ′ : c−I )

) = sup
YI ′

∑
yI ′ ∈YI ′

∑
I ′′⊂I ′

(−1)|I ′′|f +(yI ′′ : y+
I ′−I ′′ : 1I−I ′ : c−I

)
.

The double summation on the right-hand side of the above equation forms a telescoping sum,
and after simplification always reduces to the right hand side of (47), no matter what ladder YI ′
is chosen. Therefore, we obtain

V
(
f +(·;1I−I ′ : c−I )

) =
∑

I ′′⊂I ′
(−1)|I ′′|f +(0I ′′ : 1I−I ′′ : c−I ). (47)

Because each term in the summation on the right-hand side of (47) is finite, we conclude that
V (f +(·;1I−I ′ : c−I )) is finite as well.

Appendix C: Closeness of the ordinary empirical copula
process and its càdlàg version

In this section we show that, under appropriate conditions, the ordinary empirical copula process
and its càdlàg version are uniformly sufficiently close on the unit hypercube, and hence the weak
convergence of one in �∞([0,1]d) implies the weak convergence of the other in �∞([0,1]d) to
the same limit. In both Sections C.1 and C.2, we consider the process

√
n(Cn − C) given in (1)

and its càdlàg version
√

n(C̄n − C) given in (2); specifically, in Section C.1, we prove (3) for an
i.i.d. sample, and in Section C.2, we consider the non-i.i.d. case concerning Corollary 6. Finally,
in Section C.3, we consider the bootstrap empirical copula process from an i.i.d. sample.
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C.1. The i.i.d. case

We fix an arbitrary u ∈ [0,1]d . Adapting the proof of Lemma 7.2 in [5] up to the bottom of
page 517 for our case, we have

∣∣Cn(u) − C̄n(u)
∣∣≤ d∑

j=1

1

n

n∑
i=1

1
{
Xij = F

−
nj (uj )

}
. (48)

Up to this point, no i.i.d. assumption has been imposed. Now we concentrate on the event that,
for each j ∈ {1, . . . , d}, the i.i.d. sample of the j th coordinate X1j , . . . ,Xnj do not coincide.
This event is independent of the choice of u, and has probability one by the i.i.d. and continuity
assumptions. Because the coordinate random variables X1j , . . . ,Xnj do not coincide, regardless
of the value of F−

nj (uj ), we have

n∑
i=1

1
{
Xij = F

−
nj (uj )

}≤ 1,

and hence we conclude from (48) that∣∣Cn(u) − C̄n(u)
∣∣ ≤ d

n
. (49)

Because our choice of u ∈ [0,1]d is arbitrary, we conclude that Inequality (49) still holds af-
ter taking the supremum of its left-hand side over u ∈ [0,1]d . That Inequality (3) holds with
probability one then follows.

C.2. The non-i.i.d. case concerning Corollary 6

As in Corollary 6, we let Hn be the empirical distribution function based on pseudo-observations
U1, . . . ,Un with Ui = (F1(Xi1), . . . ,Fd(Xid)). We assume that the standard empirical process
Un = √

n(Hn − C) converges weakly in �∞([0,1]d) to a Gaussian limit, which is the condi-
tion imposed in the second sentence of Corollary 6 and which implies that the limit process is
continuous. As in Corollary 6, here we allow for a non-i.i.d. sample X1, . . . ,Xn.

If again the event on which for each j ∈ {1, . . . , d}, the coordinate random variables
X1j , . . . ,Xnj do not coincide has probability one, then our proof for the i.i.d. case in Section C.1
still applies, and the almost sure bound established in (49) over u ∈ [0,1]d (which leads to (3)) is
stronger than that in (51), the conclusion of this section. However, without the i.i.d. assumption,
the standard empirical process Un may converge weakly even if ties occur; for instance, this is
the case for the random repetition process, which satisfies a beta-mixing condition, described in
Section 4.2 of [5]. To tackle the case concerning Corollary 6, we follow up Inequality (48) (recall
that up to this point no i.i.d. assumption has been imposed) by adapting the rest of the proof of
Lemma 7.2 in [5] for our case. We then have, for an arbitrary u ∈ [0,1]d ,∣∣Cn(u) − C̄n(u)

∣∣ ≤ d

n
+ d√

n
ωn

(
1

n

)
. (50)
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Here in the last line ωn is the modulus of continuity of Un. Multiplying (50) by
√

n and taking
the supremum over u ∈ [0,1]d , we obtain

sup
u∈[0,1]d

∣∣√n(Cn − C)(u) − √
n(C̄n − C)(u)

∣∣≤ d√
n

+ d · ωn

(
1

n

)
.

By the fact that Un converges weakly in �∞([0,1]d) to a continuous limit, ωn(1/n) = op(1).
Hence, we conclude that

sup
u∈[0,1]d

∣∣√n(Cn − C)(u) − √
n(C̄n − C)(u)

∣∣= op(1). (51)

C.3. The bootstrap empirical copula process from an i.i.d. sample

We recall the bootstrap setting described in Section 3.3. In particular, we recall the bootstrap
ordinary empirical copula function C

∗
n given in (23) and the bootstrap empirical copula function

C̄
∗
n given in (24). Translating (48) to the bootstrap case and taking the supremum over u ∈ [0,1]d ,

we obtain

sup
u∈[0,1]d

∣∣C∗
n(u) − C̄

∗
n(u)

∣∣ ≤ sup
u∈[0,1]d

d∑
j=1

1

n

n∑
i=1

1
{
X∗

ij = F
∗−
nj (uj )

}

≤
d∑

j=1

1

n
sup

t∈[0,1]

n∑
i=1

1
{
X∗

ij = F
∗−
nj (t)

}
.

As t varies over the interval [0,1], the generalized inverse function F
∗−
nj (t) can only take one of

the at most n distinct values of the bootstrap sample X∗
1j , . . . ,X

∗
nj . For a particular t ∈ [0,1],

the summation
∑n

i=1 1{X∗
ij = F

∗−
nj (t)} counts the number of times the value F

∗−
nj (t) is picked

from the original i.i.d. sample of the j th coordinate X1j , . . . ,Xnj . Now we again concentrate
on the event with probability one that, for each j ∈ {1, . . . , d}, the i.i.d. sample X1j , . . . ,Xnj

do not coincide. Then, the random variable Wnj = supt∈[0,1]
∑n

i=1 1{X∗
ij = F

∗−
nj (t)} follows the

distribution of the maximum among all coordinates of a n-dimensional multinomial random
vector with parameters n and (1/n, . . . ,1/n). Summing Wnj over j ∈ {1, . . . , d}, we conclude
that

sup
u∈[0,1]d

∣∣√n
(
C

∗
n − C̄

∗
n

)
(u)
∣∣≤ d∑

j=1

1

n
Wnj = op(1). (52)
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