
HYDRA GROUPS

W. DISON AND T.R. RILEY

Abstract. We give examples of CAT(0), biautomatic, free–by–cyclic,one–relator groups
which have finite–rank free subgroups of huge (Ackermannian) distortion. This leads to
elementary examples of groups whose Dehn functions are similarly extravagant. This
behaviour originates in manifestations ofHercules–versus–the–hydra battlesin string–
rewriting.
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1. Introduction

1.1. Hercules versus the hydra.Hercules’ second labour was to fight the Lernaean hy-
dra, a beast with multiple serpentine heads enjoying magical regenerative powers: when-
ever a head was severed, two grew in its place. Hercules succeeded with the help of his
nephew, Iolaus, who stopped the regrowth by searing the stumps with a burning torch after
each decapitation. The extraordinarily fast–growing functions we will encounter in this
article stem from a re-imagining of this battle.

For us, ahydrawill be a finite–lengthpositiveword on the alphabeta1, a2, a3, . . . — that
is, it includes no inverse lettersa1

−1, a2
−1, a3

−1, . . .. Hercules fights a hydra by striking off
its first letter. The hydra then regenerates as follows: eachremaining letterai , wherei > 1,
becomesaiai−1 and thea1 are unchanged. This process — removal of the first letter and
then regeneration — repeats, with Hercules victoriouswhen(not if !) the hydra is reduced
to the empty wordε.

For example, Hercules defeats the hydraa2a3a1 in five strikes:

a2a3a1 → a3a2a1 → a2a1a1 → a1a1 → a1 → ε.

(Each arrow represents the removal of the first letter and then regeneration.)

Proposition 1.1. Hercules defeats all hydra.

Proof. When fighting a hydra in which the highest index present isk, no ai with i > k
will ever appear, and nor will any newak. The prefix before the firstak is itself a hydra,
which, by induction, we can assume Hercules defeats. Hercules will then remove thatak,
decreasing the total number ofak present. It follows that Hercules eventually wins. �

However these battles are of extreme duration. DefineH(w) to be the number of strikes
it takes Hercules to vanquish the hydraw, and for integersk ≥ 1, n ≥ 0, defineHk(n) :=
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H(ak
n). We call theHk hydra functions. Here are some values ofHk(n).

1 2 3 4 · · · n · · ·

1 1 2 3 4 · · · n · · ·

2 1 3 7 15 · · · 2n − 1 · · ·

3 1 4 46 3
(

246
)

− 2 · · · · · · · · ·

...
...

...
...

...

k 1 k+ 1
...

...
...

...
...

...
...

To see thatH2(n) = 2n − 1 for all n, note that

H
(

a2
n+1
)

= H (a2
n) +H

(

a2a1
H(a2

n)
)

= 2H (a2
n) + 1.

AndH3(n) is essentially ann–fold iterated exponential function because, for alln > 0,

H3(n+ 1) = 3
(

2H3(n)
)

− 2,

by the calculations

H(a3
n+1) = H(a3

n) + 1+H
(

a2a1 a2a1
2 . . . a2a1

H(a3
n)
)

,

H(a2a1 a2a1
2 . . . a2a1

m) = 3(2m) −m− 3.

Extending this line of reasoning, we will derive relationships (15) and (19) in Section3
from which it will follow, for example, that

H4(3) = 3





2
3




2

3




2
3(25)−1




−1




−1





− 1.

So these functions are extremely wild. The reason behind thefast growth is a nested
recursion. What we have is a variation on Ackermann’s functionsAk : N→ N, defined for
integersk, n ≥ 0 by:

A0(n) = n+ 2 for n ≥ 0,

Ak(0) =






0 for k = 1

1 for k ≥ 2,

and Ak+1(n+ 1) = Ak(Ak+1(n)) for k, n ≥ 0.

So, in particular,A1(n) = 2n, A2(n) = 2n andA3(n) = exp(n)
2 (1), then–fold iterated power

of 2. (Definitions of Ackermann’s functions occur with minorvariations in the literature.)
Ackermann’s functions are representatives of the successive levels of the Grzegorczyk hi-
erarchy, which is a grading of all primitive recursive functions — see, for example, [37].

We will prove the following relationship in Section3. Our notation in this proposition and
henceforth is that forf , g : N → N, we write f � g when there existsC > 0 such that for
all n we havef (n) ≤ Cg(Cn+ C) + Cn+ C. This gives an equivalence relation capturing
qualitative agreement of growth rates:f ≃ g if and only if f � g andg � f .

Proposition 1.2. For all k ≥ 1,Hk ≃ Ak.

Other hydra dwell in the mathematical literature, particularly in the context of results con-
cerning independence from Peano arithmetic and other logical systems. The hydra of Kirby
and Paris [27], based on finite rooted trees, are particularly celebrated. Similar, but yet
more extreme hydra were later constructed by Buchholz [14]. And creatures that, like
ours, are finite strings that regenerate ondecapitationwere defined by Hamano and Okada
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[25] and then independently by Beklemishev [7]. They go by the name ofworms, are de-
scended from Buchholz’s hydra, involve more complex regeneration rules, and withstand
Hercules even longer.

1.2. Wild subgroup distortion. The distortion function DistG
H : N → N for a subgroup

H with finite generating setT inside a groupG with finite generating setS compares the
intrinsic word metricdT on H with the extrinsic word metricdS:

DistGH(n) := max{ dT(1, g) | g ∈ H with dS(1, g) ≤ n } .

Up to≃ it is does not depend on the particular finite generating setsused.

A manifestation of our Hercules–versus–the–hydra battle leads to the result that even for
apparently benignG andH, distortion can be wild.

Theorem 1.3. For each integer k≥ 1, there is a finitely generated group Gk that

• is free–by–cyclic,
• can be presented with only one defining relator,
• is CAT(0),
• and is biautomatic,

and yet has a rank–k free subgroup Hk that is distorted like the k–th of Ackermann’s func-
tions — that is,DistGk

Hk
≃ Ak.

This distortion of a free subgroup of a CAT(0) group stands instark contrast to that of any
abelian subgroup — they are always quasi–isometrically embedded (see Theorem 4.10 of
Chapter III.Γ in [13], for example) and so no more than linearly distorted.

The distortion we achieve exceeds that found in the hyperbolic groups of Mitra [32] and
the subsequent 2-dimensional CAT(−1) groups of Barnard, Brady and Dani [2]. They give
families of groups that have free subgroups distorted like the iterated exponential function
exp(k)(n), and examples with faster growing distortion like exp(⌊log4 n⌋)(1). Their approach
is to iterate the exponential distortion of the subgroupF in certain free–by–cyclic groups
F ⋊ Z.

In contrast to those of Mitra and of Barnard, Brady and Dani, our examples containZ2

subgroups and so are not hyperbolic. However, in a subsequent article [10] with N. Brady
we will give an elaboration ofGk that is hyperbolic and has a free subgroup distorted� Ak.

Explicitly, our examples here are

(1) Gk = 〈 a1, . . . , ak, t | t−1a1t = a1, t−1ai t = aiai−1 (∀i > 1) 〉

and their subgroups

Hk := 〈a1t, . . . , akt〉.

SoGk is the free–by–cyclic groupF(a1, . . . , ak) ⋊ Z whereZ = 〈t〉 andt acts by the au-
tomorphism ofF(a1, . . . , ak) that is the restriction of the automorphismθ of F(a1, a2, . . .)
defined by

θ(ai) =






a1 i = 1,

aiai−1 i > 1.
(2)

This automorphism ofF(a1, . . . , ak) is polynomial growing and of the type studied by
Bestvina, Feighn and Handel in [9]. Indeed, our technique in Section6 and following of
usingpiecesto analyze its affect on words is also employed in [9].
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For i ≤ j, the canonical homomorphismGi → G j is an inclusion as the free–by-cyclic
normal forms of an element ofGi and its image inG j are the same. So the direct limit of
theGi under these inclusions is

G = 〈 t, a1, a2, . . . | t−1a1t = a1, t−1ai t = aiai−1 (∀i > 1) 〉.

Also, the subgroupH := 〈a1t, a2t, . . .〉 of G is lim
−→

Hi andHk = Gk ∩ H.

Our convention is that [a, b] = a−1b−1ab. By re–expressing the original relations as
[a1, t] = 1 andai−1 = [ai, t] for i > 1 and then eliminatinga1, . . . , ak−1 and defining
a := ak, one can presentGk with one relation, a nested commutator, known as anEngel
relation:

Gk � 〈 a, t | [a, t, . . . , t
︸ ︷︷ ︸

k

] = 1 〉.

That is, the relation isvk = 1 wherevk is the word defined recursively byv0 = a and
vi+1 = [vi , t] for i ≥ 0.

Recursively define a family of words byu0 = a andui+1 = ui
−1sui for i ≥ 0. By inducting

on i, one can verify that after substitutingt±1 for everys∓1 in ui , the wordst−(i−1)ui ti andvi

become freely equal for alli ≥ 1. So the relationvk = 1 can be replaced byuk = s to give
an alternative one–relator presentation forGk:

Gk �

〈

a, s

∣
∣
∣
∣
∣
∣

s
...
s

︸︷︷︸

k

a

= s

〉

.

That the groupsGk are CAT(0) was proved by Samuelson: setκ = 1 in Lemma 5.2 of [38].
We explain the result by re–expressing the presentation viaαi := uk−i for 1 ≤ i ≤ k as

Gk �
〈

α1, . . . , αk, s
∣
∣
∣ α1

−1sα1 = s, αi
−1sαi = αi−1 (i > 1)

〉

.

By checking the link condition (see, for example, [13, II.5.24]) one finds that the Cayley
2-complex of this presentation (that is, the universal cover of the associated presentation
2–complex), metrized so that each 2-cell is a Euclidean square, is CAT(0). Gersten & Short
[23] proved that all such groups are automatic, and later Niblo &Reeves [33] proved that
a more general class of groups, those acting geometrically on CAT(0) cube complexes, are
biautomatic.

The groupsGk are well–behaved in a couple of senses not mentioned in Theorem 1.3.
They are residually torsion–free nilpotent by Baumslag [4] and enjoy the property ofrapid
decayby Jolissaint [26, Corollary 2.1.10]. We thank Gilbert Baumslag and Indira Chatterji,
respectively, for these observations.

We remark that a corollary of our recursive upper bound on DistGk
Hk

is that the membership
problem forHk in Gk is decidable.

The familyGk have received attention elsewhere. From a geometric point–of–view, it is
natural to seeGk as the fundamental group of a mapping torus, and indeedG2 is a 3–
manifold group. In [22] Gersten showed the groupG2 to be CAT(0) with quadratic diver-
gence function. He gave the free–by–cyclic, the one–relator, and the CAT(0) presentations
of G2 we have described. In [30] Macura showsG3 to be CAT(0) and proves that an as-
sociated CAT(0) complex has a cubic divergence function. Results in [30] imply that the
divergence function of the universal cover of the mapping torus associated to the free–by–
cyclic presentation ofGk is polynomial of degreek (up to≃) and in [28] Macura proves the
same result for CAT(0) spaces associated to eachGk. Macura also mentionsG2 andG3 in
[29] as examples in the context of Kolchin maps and quadratic isoperimetric functions, and
she and Cashen useGk as examples in [15] when studying novel quasi–isometry invariants
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they callline patterns. It is stated in [5, Example 4] thatG3 is biautomatic. Bridson uses
Gk in [12] as a starting point to construct free–by–free groups with Dehn functions that
are polynomial of degreek+ 1 and he shows them to be subgroups of Out(Fn) for suitable
n. Additionally, he shows his examples are asynchronously automatic via normal forms
which have length≃ nk, but by no shorter normal form. En route he shows (Section 4.1(3))
that free–by–cyclicFk ⋊ Z groups, such asGk, embed in Aut(Fk).

Examples of yet more extreme distortion are known, even for subgroups of hyperbolic
groups. Arzhantseva & Osin [1, §3.4] and Pittet [35] explain an argument attributed to
Sela in [24, §3, 3.K′′3 ]: the Rips construction, applied to a finitely presentable group with
unsolvable word problem yields a hyperbolic (indeed,C′(1/6) small–cancellation) groupG
with a finitely generated subgroupN such that DistGN is not bounded above by any recursive
function. The reason is that whenN is a finitely generated normal subgroup of a finitely
presented groupG, there is an upper bound for the Dehn function ofG/N in terms of
the Dehn function ofG and the distortion ofN in G — see [19, Corollary 8.2], [35].
Ol’shanskii & Sapir in [34, Theorem 2] provide another source of extreme examples —
using Mikhailova’s construction as their starting point, they show that the set of distortion
functions of finitely generated subgroups ofF2×F2 coincides (up to≃) with the set of Dehn
functions of finitely presented groups. As for finitely presented subgroups, Baumslag,
Bridson, Miller and Short [6] explain how to construct groupsΓ that are both CAT(0) and
hyperbolic and yet such thatΓ×Γ has a finitely presented subgroup whose distortion is not
bounded above by any recursive function.

We are not aware of any systematic study of subgroup distortion in one–relator groups. It
seems natural to ask whether our examples are best–possible— that is, whether there is a
one–relator group with a finite–rank free subgroup of distortion� Ak for everyk.

1.3. Extreme Dehn functions. The Dehn function Area(n) of a finitely presented group
〈A | R〉 is related to the group’s word problem in that Area(n) is the minimalN such that
given any wordw of length at mostn that represents the identity,w freely equals some
product

∏N′

i=1 ui
−1r iui of N′ ≤ N conjugates of relatorsr i ∈ R±1, or, equivalently, one can

reducew to the empty word by applying defining relations at mostN times and removing or
inserting inverse pairs of letters. At the same time, the Dehn function is a natural geometric
invariant (in fact, a quasi–isometry invariant up to≃) of a group: Area(n) is the minimal
N such that any edge–loop of length at mostn in the Cayley 2-complex of〈A | R〉 can be
spanned by a combinatorial filling disc (a van Kampen diagram) with area (that is, number
of 2-cells) at mostN. This geometric perspective is related to the classical notion of an
isoperimetric function in Riemannian geometry in that if〈A | R〉 is the fundamental group
of a closed Riemannian manifoldM, then its Dehn function is≃–equivalent to the minimal
isoperimetric function of the universal cover ofM.

Theorem1.3 leads to strikingly simple examples of finitely presented groups with huge
Dehn functions, namely the HNN–extensions ofGk with stable letter commuting with all
elements of the subgroupHk.

Theorem 1.4. For k ≥ 2, the Dehn function of the group

Γk := 〈 a1, . . . , ak, t, p | t
−1a1t = a1, t−1ai t = aiai−1 (i > 1), [p, ait] = 1 (i > 0) 〉.

is ≃–equivalent to Ak.

So, together withΓ1, which has Dehn function≃–equivalent ton 7→ n2 (see Proposi-
tion 9.1), these groups have Dehn functions that are representativeof each graduation of
the Grzegorczyk hierarchy of primitive recursive functions. Details of the proof are in
Section9.
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These are not the only such examples (but we believe they are the first that are explicit
and elementary): Cohen, Madlener and Otto [17, 18, 31] embedded algorithms (modular
Turing machines, in fact) with running times liken 7→ Ak(n) in groups so that the running of
the algorithm is displayed in van Kampen diagrams so as to make the Dehn function reflect
the time–complexity of the algorithms. They state that their techniques produce yet more
extreme examples as they also apply to an algorithm with running time like n 7→ An(n),
and so yield a group with Dehn function that is recursive but not primitive recursive. More
extreme still, any finitely presentable group with undecidable word problem is not bounded
above by any recursive function.

Elementary examples of groups with large Dehn function are described by Gromov in [24,
§4], but their behaviour is not so extreme. There is the family

〈 x0, . . . , xk | xi+1
−1xi xi+1 = xi

2 (i < k) 〉,

which has Dehn function≃–equivalent ton 7→ exp2
(k)(n). [We write exp2(n) to denote 2n.]

And Baumslag’s group [3]

(3) 〈 a, b | (b−1a−1b) a (b−1ab) = a2 〉,

which contains〈 x0, . . . , xk | xi+1
−1xi xi+1 = xi

2 (i ≥ 0) 〉 as a normal subgroup, was shown
by Platonov [36] to have Dehn function≃–equivalent ton 7→ exp(⌊log2 n⌋)(1). (Prior partial
results in this direction are in [8, 20, 21].)

1.4. The organisation of the article. We believe the most compelling assertion of The-
orem1.3 to be the existence of groupsHk andGk with Hk free of rankk, Gk enjoying
the bulleted list of properties, and DistGk

Hk
bounded below byAk. In particular, this shows

that there is no uniform upper bound on the level in the Grzegorczyk hierarchy at which
the functions DistGk

Hk
appear. The reader who is primarily interested in these components

of Theorem1.3 need only read up to the end of Section5. In Section2 we derive a col-
lection of elementary properties of the Ackermann functions that will be used elsewhere
in the paper. Section3 contains a proof of Proposition1.2comparing the hydra functions
to Ackermann’s functions. In Section4 we prove that the subgroupsHk are free. And in
Section5 we prove that each function DistGk

Hk
is bounded below byHk — combining this

result with Proposition1.2gives the lower boundAk.

Our proof that each function DistGk
Hk

lies in the same≃-equivalence class of functions asAk

— i.e. thatAk is an upper bound for DistGk
Hk

— is considerably more involved than that of
the lower bound and occupies most of the second half of the article: Sections6, 7 and8.
In deriving the upper bound, a key notion will be that of passing a power oft through a
wordw on the lettersai . We explain this idea in Section6, where we also identify recursive
structure that will be crucial in facilitating an inductiveanalysis. In Section7 we focus on
the situation wherew is of the formθn(ak

±1) and derive preliminary result that will feed
into the main proof, presented in Section8, that DistGk

Hk
� Ak.

Finally, in Section9, we prove Theorem1.4, which gives the Dehn functions of the groups
Γk.

We illustrate some of our arguments using van Kampen diagrams, particularly observing
theircorridors (also known asbands). For an introduction see, for example, I.8A.4 and the
proof of Proposition 6.16 in III.Γ of [13].

We denote the length of a wordw by ℓ(w). We writew = w(a1, . . . , ak) whenw is a word
ona1

±1, . . . , ak
±1.
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2. Ackermann’s functions

Throughout this article we will frequently compare functions to Ackermann’s functions
and will find the following relationships useful.

Lemma 2.1. For integers k, l,m, n, the following relations hold within the given domains:

Ak(Ak+1(n)) = Ak+1(n+ 1), k, n ≥ 0,(4)

Ak(1) = 2, k ≥ 1,(5)

Ak(2) = 4, k ≥ 0,(6)

Ak(n) ≤ Ak+1(n), k ≥ 1;n ≥ 0,(7)

Ak(n) < Ak(n+ 1), k, n ≥ 0,(8)

n ≤ Ak(n), k, n ≥ 0,(9)

(with equality holding in(9) if and only if(k, n) = (1, 0))

mAk(n) ≤ Ak(nm), k, n ≥ 1;m≥ 0,(10)

mAk
(l)(n) ≤ Ak

(l+m)(n), k ≥ 1; l,m, n ≥ 0,(11)

Ak(n) + Ak(m) ≤ Ak(n+m), k, n,m≥ 1,(12)

Ak(n) +m ≤ Ak(n+m), k, n,m≥ 0,(13)

(Ak(n))m ≤ Ak(nm), k ≥ 2;n,m≥ 0.(14)

Proof. Equation (4) follows immediately from the definition of the Ackermann functions.
Equations (5) and (6) follow from (4) by an easy induction onk.

Before proving (7), (8) and (9), we first prove that non–strict versions of these inequalities
hold. The proof is by induction onk andn. It is easy to check that (7) holds if k = 1 or
if n = 0 and that (8) and (9) hold if k = 0, if k = 1 or if n = 0. Now let k′ > 1 and
n′ > 0 and suppose, as an inductive hypothesis, that (7), (8) and (9) hold (not necessarily
strictly) if k < k′ or if k = k′ andn < n′. We prove that the inequalities hold ifk = k′

andn = n′. For (7), we calculate thatAk′(n′) = Ak′−1(Ak′(n′ − 1)) ≤ Ak′−1(Ak′+1(n′ − 1)) ≤
Ak′(Ak′+1(n′ − 1)) = Ak′+1(n′), where we have applied (4) and the inductive hypothesis
versions of (7) and (8). For (8), we calculate thatAk′ (n′) ≤ Ak′−1(Ak′(n′)) = Ak′ (n′ + 1),
where we have used (4) and the inductive hypothesis version of (9). For (9), we calculate
thatn′ ≤ 2n′ = A1(n′) ≤ Ak′(n′), where we have used the inductive hypothesis version of
(7). This completes the proof that (7), (8) and (9) hold in non-strict form. Now observe
that equality in (9) at (k, n) = (k′, n′) requiresn′ = 2n′, whencen′ = 0. SinceAk(0) = 1 for
all k ≥ 2, equality in (9) holds if and only if (k, n) = (1, 0). It follows that equality in (8)
at (k, n) = (k′, n′) would require thatAk′(n′) = 0 andk′ − 1 = 1, whenceA2(n′) = 0. But
A2(n) = 2n > 0 for all n and so the inequality (8) is strict.

We now prove inequality (10). This clearly holds ifm = 0, so suppose thatm ≥ 1. The
proof is by induction onk andn. It is clear that (10) holds if k = 1. The inequality also
holds ifn = 1 since, applying (5) and (7), we calculate thatmAk(1) = 2m= A1(m) ≤ Ak(m).
Now let k′, n′ > 1 and suppose, as an inductive hypothesis, that (10) holds if k < k′ or if
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k = k′ andn < n′. We calculate thatmAk′ (n′) = mAk′−1(Ak′(n′−1)) ≤ Ak′−1(mAk′(n′−1)) ≤
Ak′−1(Ak′(mn′ − m)) ≤ Ak′−1(Ak′(mn′ − 1)) = Ak′ (mn′), where we have used (4) and (8).
Thus the inequality holds if (k, n) = (k′, n′), completing the proof of (10).

For inequality (11) observe that, by (9), mAk
(l)(n) ≤ Ak+1(m)Ak

(l)(n) = Ak
(m)(1)Ak

(l)(n). It
also follows from (9) thatAk

(i)(1) ≥ 1 for all i ≥ 0. We can thus apply (10), together with
(8), to show thatAk

(m)(1)Ak
(l)(n) ≤ Ak

(m)(Ak
(l)(n)) = Ak

(l+m)(n).

We prove (12) by induction onk. We will make repeated use of the identityAk(m) =
Ak−1

(m)(1). It is clear that the inequality holds ifk = 1, so suppose thatk > 1 and that the
result is true for smaller values ofk. Without loss of generality suppose thatn ≤ m. It
follows from (9) thatAk−1

(i) ≥ 1 for all i ≥ 0, and so we can apply the induction hypothesis
to calculate thatAk(n) + Ak(m) = Ak−1

(n)(1) + Ak−1
(m)(1) ≤ Ak−1

(n)(1 + Ak−1
(m−n)(1)) =

Ak−1
(n)(1+Ak(m−n)). Applying (8) gives that this quantity is at mostAk−1

(n)(Ak(m−n+1)) =
Ak(m+ 1) ≤ Ak(m+ n).

We now prove inequality (13). This clearly holds ifk = 0, k = 1 or m = 0. If k ≥ 2 and
n = 0, thenAk(n) + m = m+ 1 ≤ Ak(m) = Ak(n + m) by (9). It remains to prove (13) if
k, n,m≥ 1. But in this caseAk(n) +m≤ Ak(n) + Ak(m) ≤ Ak(n+m) by (9) and (12).

Finally, we prove (14) by induction onk. It is clear that the inequality holds ifk = 2, so
suppose thatk ≥ 3 and that the result holds for smaller values ofk. It is also clear that
the inequality holds ifn = 0 or if m = 0; suppose thatn,m ≥ 1. Applying the induction
hypothesis, together with (4), we calculate thatAk(n)m = Ak−1(Ak(n−1))m ≤ Ak−1(mAk(n−
1)). Applying (4), (8) and (10), we see that this quantity is at mostAk−1(Ak(nm− m)) ≤
Ak−1(Ak(nm− 1)) = Ak(nm). �

3. Comparing the hydra functions to Ackermann’s functions

In this section we prove Proposition1.2 comparing Ackermann’s functions to the hydra
functions. The proof will proceed via a third family of functionsφk. In this sectionφk(n)
will be defined forn ≥ 0; subsequently we will give a more general definition with an
expanded domain.

For integersk ≥ 1 andn ≥ 0, defineφk(n) := H(θn(ak)). The functionsHk satisfy

(15) Hk(n+ 1) = Hk(n) + φk(Hk(n))

since afterHk(n) strikes the wordak
n+1 has becomeθHk(n)(ak). We will need the following

elementary properties of the functionsφk.

Lemma 3.1. For integers k≥ 1 and n≥ 0,

φk(0) = 1,(16)

φ2(n) = n+ 1,(17)

φk(n) ≥ 1,(18)

φk+1(n+ 1) = φk+1(n) + φk(φk+1(n) + n).(19)

For integers k≥ 2 and n≥ 0,

φk(n) < φk(n+ 1),(20)

φk(n) ≥ n.(21)

Proof. Assertions (16), (17) and (18) are straightforward. For (19), note that, by induction
on n, θn+1(ak+1) = ak+1akθ(ak) . . . θn(ak) and henceθn+1(ak+1) = θn(ak+1)θn(ak). Thus,
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afterφk+1(n) strikes,θn+1(ak+1) has becomeθφk+1(n)(θn(ak)) = θφk+1(n)+n(ak). Inequality (20)
follows immediately from (18) and (19) and inequality (21) follows from (18) and (20). �

It is easy to check thatφ1 ≃ A0 andφ2 ≃ A1. As such, the next result is sufficient to
establish thatφk ≃ Ak−1 for k ≥ 1.

Lemma 3.2.

(i) For integers k≥ 3 and n≥ 0, φk(n) ≥ Ak−1(n).
(ii) For integers k≥ 2 and n≥ 0, φk(n) ≤ Ak−1(n+ k) − n− k.

Proof. We prove (i) by simultaneous induction onk andn. It is immediate from (16) that
the inequality holds ifn = 0. By (17) and (19), φ3(n) = 2φ3(n− 1)+ n, which, combined
with (16), givesφ3(n) = 3(2n) − n− 2. SinceA2(n) = 2n, it is easy to check that (i) holds
if k = 3. Now letk′ > 3 andn′ > 0 and suppose, as an inductive hypothesis, that the result
is true if k < k′ or if k = k′ andn < n′. Applying (4), (18) and (20), we calculate that
φk′(n′) = φk′(n′−1)+φk′−1(φk′(n′−1)+n′−1) ≥ φk′−1(φk′(n′−1)) ≥ φk′−1(Ak′−1(n′−1)) ≥
Ak′−2(Ak′−1(n′ − 1)) = Ak′−1(n′). Thus the result holds at (k, n) = (k′, n′), completing the
proof of (i).

We now make the following claim: for allk ≥ 2, n ≥ 0 andc ≥ k,

(22) φk(n) ≤ Ak−1(n+ c) − n+ k− 2c.

Assertion (ii) will follow by settingc = k. The proof of this inequality is by simultaneous
induction onk andn. SinceA1(n) = 2n and, by (17), φ2(n) = n+ 1, it is straightforward to
check that (22) holds if k = 2. The inequality also holds forn = 0 since, by (7) and (16),
φk(0) = 1 ≤ k = A1(c) + k − 2c ≤ Ak−1(c) + k − 2c. Now let c ≥ k′ > 2 andn′ > 0 and
suppose, as an induction hypothesis, that (22) holds if k < k′ or if k = k′ andn < n′. We
calculate that

φk′(n
′) = φk′(n

′ − 1)+ φk′−1(φk′(n
′ − 1)+ n′ − 1) by (19)

≤ φk′(n
′ − 1)+ Ak′−2(φk′(n

′ − 1)+ n′ + c− 1)

− φk′ (n
′ − 1)− n′ + k′ − 2c

= Ak′−2(φk′(n′ − 1)+ n′ + c− 1)− n′ + k′ − 2c

≤ Ak′−2(Ak′−1(n′ + c− 1)+ k′ − c) − n′ + k′ − 2c by (8)

≤ Ak′−2(Ak′−1(n′ + c− 1))− n′ + k′ − 2c by (8)

= Ak′−1(n′ + c) − n′ + k′ − 2c. by (4)

Thus the inequality holds if (k, n) = (k′, n′), completing the proof of (22). �

SinceA1(n) = 2n,H1(n) = n, A2(n) = 2n andH2(n) = 2n− 1, the next result is sufficient to
establish Proposition1.2.

Proposition 3.3.

(i) For integers k≥ 3 and n≥ 2,Hk(n) ≥ Ak(n).
(ii) For integers k≥ 1 and n≥ 0,Hk(n) ≤ Ak(n+ k).

Proof of Proposition3.3. We prove (i) by induction onn. The inequality certainly holds
for n = 2 since, by (6), Hk(2) = H(akak−1ak−1ak−2) ≥ 4 = Ak(2). Now letn′ > 2 and
suppose that (i) holds forn < n′. Applying (4), (15) and (20), together with Lemma3.2(i),
we calculate thatHk(n′) = Hk(n′−1)+φk(Hk(n′−1)) ≥ φk(Hk(n′−1)) ≥ φk(Ak(n′−1)) ≥
Ak−1(Ak(n′ − 1)) = Ak(n′). Thus the inequality holds forn = n′, completing the proof of
(i).
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For (ii), we prove the stronger claim that, for allk ≥ 1, n ≥ 0,

(23) Hk(n) ≤ Ak(n+ k) − k.

The proof is by simultaneous induction onk andn. SinceA1(n) = 2n andH1(n) = n, it is
straightforward to check that (23) holds if k = 1. The inequality holds ifn = 0 since, by
(7),Hk(0) = 0 ≤ k = A1(k) − k ≤ Ak(k) − k. Now letk′ > 1 andn′ > 0 and suppose, as an
inductive hypothesis, that (23) holds ifk < k′ or if k = k′ andn < n′. We calculate that

Hk′(n′) = Hk′(n′ − 1)+ φk′(Hk′(n′ − 1)) by (15)

≤ Hk′(n′ − 1)+ Ak′−1(Hk′(n′ − 1)+ k′)

− Hk′(n′ − 1)− k′ by Lemma3.2(ii)

= Ak′−1(Hk′(n′ − 1)+ k′) − k′

≤ Ak′−1(Ak′(n
′ + k′ − 1))− k′ by (8)

= Ak′(n
′ + k′) − k′ by (4).

Thus the inequality holds if (k, n) = (k′, n′), completing the proof of (23). �

4. Freeness of the subgroups H and Hk

In this section we prove:

Proposition 4.1. The subgroup Hk of Gk is free with free basis a1t, . . . , akt, and the sub-
group H of G is free with free basis a1t, a2t, . . ..

To facilitate an induction argument, we will prove the following more elaborate propo-
sition. Proposition4.1 will follow because ifw = w(a1t, . . . , akt) is freely reduced and
represents 1 inGk (or, equivalently, inG), thenw = ε by conclusion (i), and soa1t, . . . , akt
are each not the identity and satisfy no non-trivial relations.

Proposition 4.2. Let u = u(a1t, . . . , akt) be a freely reduced word with free–by–cyclic
normal form vtr — that is, u= vtr in Gk, v = v(a1, . . . , ak) is reduced, and r∈ Z.

(i) If v = ε, then u= ε.
(ii) If v = θ(ak+1

−1)θ1−r (ak+1) in F(a1, a2, . . .), then u= ε.
(iii) If v is positive, then u is positive.

We emphasise that we are consideringu as a word on theai t — it is freely reduced if and
only if it contains no subword (ait)±1(ait)∓1.

Proof of Proposition4.2. We first show that for all fixedk ≥ 1, if (iii) holds, then so do (i)
and (ii).

For (i), note that ifu = tr in G, thenu−1 = t−r . Thus (iii) implies that both of the freely
reduced wordsu andu−1 are positive. Henceu = ε.

For (ii), we will separately consider the casesr = 0, r < 0, andr > 0. If r = 0, then
u = 1 in G and henceu = ε by (i). If r < 0, then 1− r ≥ 1 and soθ1−r (ak+1) = ak+1akw
in F(a1, a2, . . .) for some positive wordw = w(a1, . . . , ak). It follows thatv is positive and
therefore (iii) implies thatu is positive. Thusr ≥ 0, giving a contradiction. Ifr > 0, one
calculates thatu−1 = t−rθ1−r (ak+1

−1)θ(ak+1) = θ(ak+1
−1)θ1+r (ak+1)t−r in F(a1, a2, . . .). Since

1+ r ≥ 1, the reduced form ofθ(ak+1
−1)θ1+r (ak+1) is positive, and so (iii) implies thatu−1

is positive. Thus−r ≥ 0, giving a contradiction.

We now prove (iii) by induction onk. SinceG1 is free abelian with basisa1, t, it is easy to
check that (iii) holds in the casek = 1. As an inductive hypothesis, assume that assertions
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(i), (ii) and (iii) all hold for smaller values ofk. If u contains no occurrence of an (akt)±1,
then we are done. Otherwise, writeu = σ0(akt)ǫ1σ1(akt)ǫ2 . . . (akt)ǫmσm, where eachσi =

σi(a1t, . . . , ak−1t) and eachǫi ∈ {±1}.

Eachσi has free–by–cyclic normal formτi tsi for someτi = τi(a1, . . . , ak−1) and some
si ∈ Z. Direct calculation of the normal form ofu — moving all thet±1 to the right–hand
end and applying the automorphismθ∓1 whenever at±1 is moved past a letterai — gives
thatv freely equals

v′ := τ0 θ
λ1(ak

ǫ1) θµ1(τ1) θλ2(ak
ǫ2) . . . θλm(ak

ǫm) θµm(τm),

where

λi =






−(s0 + . . . + si−1 + ǫ1 + . . . + ǫi−1) if ǫi = 1,

−(s0 + . . . + si−1 + ǫ1 + . . . + ǫi) if ǫi = −1,

µi = −(s0 + . . . + si−1 + ǫ1 + . . . + ǫi).

We claim thatǫi = 1 for all i. For a contradiction, suppose otherwise. Observe that,
for eachs ∈ Z, there are wordsws = ws(a1, . . . , ak−1) andw′s = w′s(a1, . . . , ak−1) such
that θs(ak) = akws andθs(ak

−1) = w′sak
−1. Sincev is positive, there must be a subword

ak
±1χ ak

∓1 in v′ which freely equals the empty word and in whichχ = χ(a1, . . . , ak−1). The
way this subword must arise is that for somei, either

(a) ǫi = −1, ǫi+1 = 1 andθµi (τi) = 1, or
(b) ǫi = 1, ǫi+1 = −1 andθλi (ak) θµi (τi) θλi+1(ak

−1) = 1.

In the first caseτi = 1 and hence the induction hypothesis (assertion (i)) gives thatσi =

ε. But this contradicts the supposition thatu is freely reduced. In the second case, one
calculates thatλi −µi = 1 andλi+1−µi = 1− si , and soτi = θ(ak

−1)θ1−si (ak). The induction
hypothesis (assertion (ii)) implies thatσi = ε, but again this contradicts the supposition
thatu is freely reduced.

To complete our proof of (iii), we will show that all theσi are positive. Sincev is positive
and eachǫi = 1, we have thatτ0 is positive and eachθλi (ak) θµi (τi) is positive. The inductive
hypothesis (assertion (iii)) immediately gives thatσ0 is positive. Suppose we have shown
thatσ0, . . . , σ j−1 are positive, for somej. It follows that s0, . . . , sj−1 ≥ 0, whenceλ j ≤

0. Note that ifw = w(a1, . . . , ak) is positive ands ≥ 0, thenθs(w) is positive. Hence
akθ

µ j−λ j (τ j) = akθ
−1(τ j) is positive. Sinceθ−1(τ j) is a word ona1

±1, . . . , ak−1
±1, it follows

that θ−1(τ j) is positive, and hence thatτ j is positive. Applying the induction hypothesis
(assertion (iii)) gives thatσ j is positive. �

5. A lower bound on the distortion of Hk inGk

In the following lemma we see the battle between Hercules andthe hydra manifest inGk.

Lemma 5.1. For all k, n ≥ 1, there is a positive word uk,n = uk,n(a1t, . . . , akt) of length
Hk(n) that equals akntHk(n) in Gk.

Proof. Consider the following calculation in which successivet are moved to the front and
paired off with the ai . [We illustrate the calculation in the casek ≥ 3 andn ≥ 2 — for
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k = 2, the lettersak−2 would not appear and fork = 1, neither would theak−1.]

ak
ntHk(n) = (akt) t−1ak

n−1t tHk(n)−1

= (akt) (akak−1)n−1 tHk(n)−1

= (akt) (akt) t−1ak−1(akak−1)n−2t tHk(n)−2

= (akt) (akt) ak−1ak−2(akak−1ak−1ak−2)n−2 tHk(n)−2

...

A van Kampen diagram displaying this calculation in the casek = 2 andn = 4 is shown in
Figure1.

a2a2a2a2

a2

a2

a2

a2

a1
a1 a1 a1 a1 a1 a1 a1 a1 a1 a1

tt tt t t t t t t t t t tt

t
t

t
t

t
t

t
t

t
t

t
t

t
t

t

Figure 1. A van Kampen diagram showing thata2
4t15 = u2,4 in G2

whereu2,4 = a2t a2t a1t a2t (a1t)3 a2t (a1t)7.

One sees the Hercules–versus–the–hydra battle

ak
n → (akak−1)n−1 → ak−1ak−2(akak−1ak−1ak−2)n−2 → · · ·

being played out in this calculation. The pairing off of a t with an ai corresponds to a
decapitation, and the conjugation byt that moves thatt into place from the right–hand
end causes a hydra–regeneration for the intervening subword. So by Proposition1.1, after
Hk(n) steps we have a positive word onuk,n = uk,n(a1t, . . . , akt), and its length isHk(n). �

Our next proposition establishes that DistGk
Hk
� Hk for all k ≥ 2. The casek = 1 is

straightforward:H1 � Z is undistorted inG1 � Z
2 andH1(n) = n. The calculation in the

proof of the proposition is illustrated by a van Kampen diagram in Figure2 in the case
k = 2 andn = 4 — the idea is that a copy of the diagram from Figure1 fits together with
its mirror image along interveninga1– anda2–corridors to make a diagram demonstrating
the equality of a freely reduced word of extreme length ona1t, . . . , akt with a short word
ona1, . . . , ak, t.

Proposition 5.2. For all k ≥ 2 and n≥ 1, there is a reduced word of length2Hk(n)+ 3 on
the free basis a1t, . . . , akt for Hk which, in Gk, equals a word of length2n+4on a1, . . . , ak, t.

Proof. As t commutes witha1 in Gk, it also commutes witha2ta1a2
−1. So

t−Hk(n)a2ta1a2
−1tHk(n) = a2ta1a2

−1 = (a2t) (a1t) (a2t)−1,

and then by Lemma5.1,

ak
na2 ta1 a2

−1ak
−n = uk,n (a2t) (a1t) (a2t)−1 uk,n

−1.
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The word on the left has length 2n + 4. The word on the right, viewed as a word on
a1t, . . . , akt, is freely reduced and has length 2Hk(n) + 3, sinceuk,n is a positive word. �

a2 a2

a2a2

a1

a1

a2
4a2

4

tt

t

u2,4u2,4

Figure 2. A van Kampen diagram demonstrating the equality
a2

4 a2ta1a2
−1a2

−4 = u2,4 (a2t) (a1t) (a2t)−1u2,4
−1 in G2.

6. Recursive structure of words

This section contains preliminaries that will feed into theproof, presented in Section8, that
DistGk

Hk
� Ak. Here is an outline of how we will bound the distortion ofHk in Gk. We will

first supposeu = u(t, a1, . . . , ak) represents an element ofHk. We will shuffle all thet±1 in
u to the start, with the effect of applyingθ±1 to eachai

±1 they pass. After freely reducing,
we will have a wordtrw wherew = w(a1, . . . , ak). We will then look to carry thetr back
throughw from left to right, converting all it passes to a word ona1t, . . . , akt. Estimating
the length of this word will give an upper bound on DistGk

Hk
.

For convenience, we work with the groupG and its subgroupH defined in Section1.2.

When carrying the power oft throughw we will face the problem of whether a wordtrw,
wherew = w(a1, a2, . . .), represents an element of a cosetHts in G for somes ∈ Z. We
will see that the answer is not always affirmative — these cosets do not coverG. However,
if trw = σts for someσ = σ(a1t, a2t, . . .) and somes ∈ Z, thenσ is unique up to free–
equivalence sinceH is free (Proposition4.1) ands is unique by our next lemma. Indeed,
we learn thatHts1 andHts2 are equal precisely whens1 = s2.

Lemma 6.1. If ℓ ∈ Z and tℓ ∈ H, thenℓ = 0.

Proof. Weretℓ ∈ H for some integerℓ , 0, thenZ2
� 〈a1t, tℓ〉 would be a subgroup ofH

contrary to the freeness ofH established in Proposition4.1. �

Our next lemma will be the crux of our method for establishingan upper bound on distor-
tion. It identifies recursive structure that will allow us toanalyse the process of passing a
power oft through a wordw = w(a1, a2, . . .), so as to leave behind a word ona1t, a2t, . . ..

For a non–empty freely–reduced wordw = w(a1, a2, . . .), define therank of w to be the
highestk such thatak

±1 occurs inw. We define the empty word to have rank 0. For
an integerk ≥ 1, define apiece of rank kto be a freely–reduced wordak

ǫ1πak
−ǫ2 where

π = π(a1, . . . , ak−1) andǫ1, ǫ2 ∈ {0, 1}. Notice that a piece of rankk will always also be a
piece of rankk+ 1 and that the empty word is a piece of rankk for everyk.

For a non–empty freely–reduced wordw of rankk, define thenumber of pieces in wto be
the least integerm such thatw can be expressed as a concatenationw1 . . .wm of subwords
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wi each of which is a piece of rankk. (We say the empty word is composed of 0 pieces.)
Observe that

(i) eachak andak
−1 in w is the first or last letter of somewi , respectively;

(ii) for i = 1, . . . ,m− 1, either the final letter ofwi is ak
−1 or the first ofwi+1 is ak, but

never both; and
(iii) if ak

−1χak is a subword ofw andχ = χ(a1, . . . , ak−1), thenχ = wi for somei.

In particular,w1, . . . ,wm are uniquely determined by the locations of theak
±1 in w, and so

we call the list of subwordsw1, . . . ,wm the partition of w into pieces.

For example,w := a3
−1a1a2a3a2

−1a3a1
−1a3

−1 has rank 3 and its partition into pieces is
w = w1w2w3w4 wherew1 = a3

−1, w2 = a1a2, w3 = a3a2
−1, andw4 = a3a1

−1a3
−1.

Lemma 6.2. Suppose w= w(a1, . . . , ak) is a non–empty freely–reduced word of rank k
and r and s are integers such that trw ∈ Hts. Let w= w1 . . .wn be the partition of w into
pieces. Then there exist integers r= r0, r1, . . . , rn = s such that tr i wi+1 ∈ Htr i+1 for each i.

Proof. As trw ∈ Hts, there is some reduced wordv = v(a1t, . . . , akt) such thattrw = vts.
Form the analogue of apartition into piecesfor v — that is, expressv as a concatenation
v1 . . . vm of subwordsvi each of the form (akt)ǫ1 τ (akt)−ǫ2 whereτ = τ(a1t, . . . , ak−1t) and
ǫ1, ǫ2 ∈ {0, 1} andm is minimal.

Note thatv is non–empty as otherwisew would equalts−r in G and so be the empty word
by the free-by-cyclic structure ofG. Note also that novi is the empty word sincem is
minimal.

One can obtaintrw from vts by carrying all thet±1 to the left and freely reducing. More
particularly, thets at the end ofvts and all thet±1 in vm can be collected immediately to the
left of vm, and then thoset±1 and thet±1 in vm−1 can be carried to the left ofvm−1, and so
on. Accordingly, inductively definew′m, . . . ,w

′
1 andrm, . . . , r0 by settingrm := s and then,

for i = m, . . . , 1, takingr i−1 andw′i = w′i (a1, . . . , ak) to be the unique integer and reduced
word such thatvi tr i = tr i−1w′i . Thenr0 = r andw is (a priori) the freely reduced form of
w′1 . . .w

′
m. We claim that, in fact,w′1 . . .w

′
m is the partition ofw into pieces of rankk — that

is, m= n andw′i = wi for all i. This will suffice to establish the lemma.

To prove this claim, we will show that for alli, if vi = (akt)ǫ1 τ (akt)−ǫ2 whereτ = τ(a1t, . . . , ak−1t)
and ǫ1, ǫ2 ∈ {0, 1}, thenw′i is a reduced wordak

ǫ1 π ak
−ǫ2 for someπ = π(a1, . . . , ak−1).

Moreover, ifǫ1 = ǫ2 = 0, thenπ is not the empty word. In particular, now′i is the empty
word.

Well, vi tr i = tr i−1w′i . Consider the process of carrying eacht±1 in vi tr i to the front of the
word, applyingθ±1 to eacha j they pass and then freely reducing, to givetr i−1w′i . Throughout
this process, no newak

±1 are produced and, such isθ, noal appear to the left of theak in
vi (if present) or the the right of theak

−1 (if present) — see (2) and Lemma7.1. This
means that the only wayw′i could fail to be a reduced word of the formak

ǫ1 π ak
−ǫ2 where

π = π(a1, . . . , ak−1), would be forǫ1 andǫ2 to both be 1 andπ be the empty word. But
in that case,w′i would be the empty word and sovi would equaltr i−1−r i in Gk andr i−1 − r i

would be 0 by Lemma6.1. But thenvi would be the empty word by Proposition4.1which,
as we observed, is not the case. Likewise, whenǫ1 = ǫ2 = 0, it cannot be the case that
π = w′i is the empty word, as otherwisevi would again be the empty word.

So properties (i), (ii) and (iii) all apply tow′1, . . . ,w′m as they are inherited the corresponding
properties forv1, . . . , vm. It follows from these properties together with the fact that each
w′i is reduced, thatw′1 . . .w

′
m is reduced and is the partition ofw into pieces of rankk. �



HYDRA GROUPS 15

7. Passing powers of t through θn(ak
±1).

The wordsθn(ak
±1) will play a crucial role in our proof that DistGk

Hk
� Ak. The next lemma

reveals their recursive structure. The first part is proved by an induction onn. The second
part is then an immediate consequence.

Lemma 7.1.

θn(ak) =






ak θ
0(ak−1) θ1(ak−1) . . . θn−1(ak−1) n > 0

ak n = 0

ak θ
−1(ak−1

−1) θ−2(ak−1
−1) . . . θn(ak−1

−1) n < 0,

θn(ak
−1) =






θn−1(ak−1
−1) θn−2(ak−1

−1) . . . θ0(ak−1
−1) ak

−1 n > 0

ak
−1 n = 0

θn(ak−1) θn+1(ak−1) . . . θ−1(ak−1) ak
−1 n < 0.

When attempting to carry a power oft through a wordw = w(a1, a2, . . .), we will frequently
be faced with the special case wherew is of the formθn(ak

±1). We now focus on this
situation.

Definition 7.2. Define
Λ =
⋃

i∈Z

Hti .

For each integerk ≥ 1, define

Sk = {n ∈ Z : θn(ak) ∈ Λ}

and define the functionφk : Sk → Z by settingφk(n) to be the unique integer satisfying

θn(ak)t
φk(n) ∈ H.

Note that this extends the previous definition of the functionsφk given in Section3 since
φk(n) = H(θn(ak)) for n ≥ 0.

Lemma 7.3.

(i) S1 = Z andφ1(n) = 1 for all n ∈ S1.
(ii) S2 = Z andφ2(n) = n+ 1 for all n ∈ S2.
(iii) If k ≥ 3, then Sk = N.

Proof. It is easy to check thatS1 = S2 = Z, φ1(n) = 1, φ2(n) = n+ 1 and thatN ⊆ Sk for
all k.

Let k ≥ 3 and suppose thatn < 0 lies in Sk. Sinceθn(ak)tφk(n) lies in H, so does
(akt)−1θn(ak)tφk(n) = ak−1

−1θ−1(ak−1
−1) . . . θn+1(ak−1

−1)tφk(n)−1, and hence, by Lemma6.2,
ak−1

−1 lies in Htr for somer. It follows thatθ−r (ak−1)tr ∈ H and sor = φk−1(−r). If k = 3,
this is a contradiction, since it impliesr = −r + 1. If k > 3, then−r ∈ Sk−1, and so,
by the induction hypothesis,r ≤ 0. But thenφk−1(−r) ≥ 1, by (18), and hencer ≥ 1, a
contradiction. �

Let dH denote the word metric onH with respect to the generating seta1t, a2t, . . ..

Lemma 7.4. If n ∈ Sk and h= θn(ak)tφk(n), then dH(1, h) = φk(|n|).

Proof. If k = 1, then the result is obvious. Ifk = 2, thenh = a2a1
ntn+1 = (a2t)(a1t)n so

dH(1, h) = 1+ |n| = φk(|n|). If k ≥ 3, thenn ≥ 0. Thus the wordθn(ak) is positive and hence
dH(1, h) = φk(n) = φk(|n|). �
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Lemma 7.5.

(i) Let h= trθi(ak)t−s. Then h∈ H if and only if i− r ∈ Sk and s= r − φk(i − r).
(ii) Let h= trθi(ak

−1)t−s. Then h∈ H if and only if i− s ∈ Sk and r= s− φk(i − s).

Proof. For (i), note thath = θi−r (ak)tr−s and apply Definition7.2. For (ii), note thath−1 =

tsθi(ak)t−r and apply (i). �

Lemma 7.6. If k ≥ 3 and trθi(ak
−1) ∈ Λ, then r< i.

Proof. If trθi(ak
−1) ∈ Hts, then Lemmas7.3and7.5give thati−s≥ 0 ands−r = φk(i−s) ≥

1. Thusi − r ≥ 1. �

The exceptional nature ofS1 andS2 highlighted by Lemma7.3 means that small values
of k will have to be treated separately in our proof. This motivates the inclusion of the
following result, a special case of Lemma7.5. Note in particular that (ii) implies that
trθi(a2

−1) ∈ Λ if and only if r + i is odd.

Lemma 7.7.

(i) Let h= trθi(a2)t−s. Then h∈ H if and only if s= 2r − i − 1.
(ii) Let h= trθi(a2

−1)t−s. Then h∈ H if and only if s= 1
2(r + i + 1).

Proof. This follows immediately from Lemma7.5and the fact, given in Lemma7.3, that
φ2(n) = n+ 1. �

The following result concerns passing a power oft through a sequence of terms of the
form θi(a2

±1). The statement is made neater by the use of the following formula, which is
a consequence of Lemma7.1:

θa(a3
−1)θb(a3) =






θa(a2) . . . θb−1(a2) a < b,

1 a = b,

θa−1(a2
−1) . . . θb(a2

−1) a > b.

Lemma 7.8. Letσ = trθa(a3
−1)θb(a3) and s= 2b−a(r − a − 2)+ b+ 2 for some integers

r, a, b. Thenσ ∈ Λ if and only if s is an integer. Furthermore, in this case,σ ∈ Hts.

Proof. We split the proof into two claims. The first claim is that ifσ ∈ Hts′ for some
integers′, thens = s′. In particular, this implies that ifσ ∈ Λ, thens is an integer. If
a = b, then clearlys′ = r = s. If a < b, thenθa(a3

−1)θb(a3) = θa(a2) . . . θb−1(a2). By the
Lemma6.2, there exist integersr = r0, r1, . . . , rb−a = s′ such thattr iθa+i(a2) ∈ Htr i+1. By
Lemma7.7, r i+1 = 2r i − a − i − 1, which solves to giver i = 2i(r − a − 2) + i + a + 2.
Substitutingi = b − a givess′ = s. On the other hand, suppose thata > b. Note that
trθa(a3

−1)θb(a3) ∈ Hts′ implies thatts′θb(a3
−1)θa(a3) ∈ Htr . Sinceb < a, we can substitute

into the above solution to obtainr = 2a−b(s′ − b − 2) + a + 2, which rearranges to give
s′ = s. This completes the proof of our first claim.

The second claim is that ifs is an integer, thenσ ∈ Hts. If a = b, then this clearly holds.
Suppose thata < b. Thenσ = trθa(a2) . . . θb−1(a2), so certainlyσ ∈ Λ since all the letters
a2
±1 that appear are positive. Thereforeσ ∈ Hts by the first claim. Now suppose that

a > b. Sinces is an integer, we can defineτ = tsθb(a3
−1)θa(a3) = tsθb(a2) . . . θa−1(a2).

Then certainlyτ ∈ Λ— sayτ ∈ Htr
′

. By the first claim,r ′ = 2a−b(s− b− 2)+ a+ 2 = r.
Thereforetsθb(a3

−1)θa(a3) ∈ tr , whencetrθa(a3
−1)θb(a3) ∈ Hts, and the second claim is

proved. �
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8. An upper bound on the distortion of Hk inGk

Next we turn to estimates associated with pushing a power oft from left to right through a
wordw = w(a1, . . . , ak) or through a piece ofw, so as to leave a word ona1t, . . . , akt times
a power oft. We will need to keep track of both the length of that word on thea1t, . . . , akt
and the power oft that emerges to its right. Accordingly, let us define four families of
functions,ψk,l(n),Ψk,l,p(n), κk,l(n), Kk,l,p(n) for integersk ≥ 1 andl, p, n ≥ 0.

• ψk,l(n) is the least integerN such that ifh ∈ H is represented by a wordtrπt−s

with π a piece of rankk, with ℓ(π) ≤ l, and with|r | ≤ n, thendH(1, h) ≤ N.

• Ψk,l,p(n) is the least integerN such that ifh ∈ H is represented by a wordtrwt−s

with w = w(a1, . . . , ak) a word of at mostp pieces, withℓ(w) ≤ l, and with|r | ≤ n,
thendH(1, h) ≤ N.

• κk,l(n) is the least integerN such that ifπ is a piece of rankk with ℓ(π) ≤ l andr
is an integer with|r | ≤ n andtrπ ∈ Λ, thentrπ ∈ Hts for someswith |s| ≤ N.

• Kk,l,p(n) is the least integerN such that ifw is a word of rank at mostk with at
mostp pieces and withℓ(w) ≤ l andr is an integer with|r | ≤ n andtrw ∈ Λ, then
trw ∈ Hts for someswith |s| ≤ N.

We will frequently make use, without further comment, of thefact that each of these func-
tions is increasing ink, l, p andn.

The main technical result of this section is the following proposition. In the corollary that
follows it we explain how the upper bound it gives onΨk,l,p(n) leads to our desired bound
DistGk

Hk
� Ak.

Proposition 8.1. For all k ≥ 1, there exist integers Ck ≥ 1 such that for all l, p, n ≥ 0,

κk,l(n) ≤ Ak−1(Ckn+Ckl),

Kk,l,p(n) ≤ Ak−1
(p)(Ckn+Ckl),

ψk,l(n) ≤ Ak−1(Ckn+Ckl),

Ψk,l,p(n) ≤ Ak−1
(3p)(Ckn+Ckl).

Corollary 8.2. For all k ≥ 1, the distortion function of Hk in Gk satisfies

DistGk
Hk
� Ak.

Proof of Corollary8.2. SinceG1 � Z
2 andH1 � Z, H1 is undistorted inG1 andDistG1

H1
�

A1. Now suppose thatk ≥ 2 and thatu = u(a1, . . . , ak, t) is a word of length at mostn
representing an element ofH. By carrying eacht±1 to the front, we see thatu is equal in
Gk to trw for some integerr and some freely reduced wordw = w(a1, . . .ak). These satisfy
|r | ≤ n andℓ(w) ≤ Cnk for some integerC > 0 depending only onk — see, for example,
Section 3.3 of [12].

We first show that the number of pieces ofw is at mostn + 1. Indeed, the process of
carrying eacht±1 to the front ofu has the effect of applyingθ±1 to eachai it passes. The
form of the automorphismθ ensures that no newak

±1 are created by this process. The
number of occurrences ofak

±1 in w, which we denote byℓk(w), is therefore at mostn. Let
w = w1 . . .wp be the partition ofw into pieces. Saywi = ak

ǫ−i πiak
−ǫ+i whereǫ−i , ǫ

+
i ∈ {0, 1}

andπi = πi(a1, . . . , ak−1). Observe that, for eachi, precisely one ofǫ+i andǫ−i+1 is equal to
1. Indeed, ifǫ+i = ǫ

−
i+1 = 0, then the pieceswi andwi+1 could be concatenated to form a
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single piece, contradicting the minimality ofp, and if ǫ+i = ǫ
−
i+1 = 1, thenw would not be

freely reduced. So

ℓk(w) =
p∑

i=1

(ǫ−i + ǫ
+
i ) = ǫ−1 +

p−1∑

i=1

(ǫ+i + ǫ
−
i+1) + ǫ+n = ǫ−1 + p− 1+ ǫ+n ,

whencep ≤ ℓk(w) + 1 ≤ n+ 1.

Now,

dH(1, u) = dH(1, trw) ≤ Ψk,ℓ(w),p(|r |) ≤ Ψk,Cnk,n+1(n),

which is at most

Ak−1
(3n+3)(CkCnk +Ckn)

by Proposition8.1. Choose an integerN large enough thatnk ≤ 2n for n ≥ N. Then, for
n ≥ max{N, 1},

dH(1, u) ≤ Ak−1
(3n+3)(CkCA2(n) +Ckn) by (8)

≤ Ak−1
(3n+3)(CkCAk(n) +Ckn) by (7), (8)

≤ Ak−1
(3n+3)(Ak(CkCn) +Ckn) by (8), (10)

≤ Ak−1
(3n+3)(Ak((CkC +Ck)n)) by (8), (13)

= Ak((CkC +Ck + 3)n+ 3) by (4).

�

Proposition8.1 will follow from the relationships betweenψk,l(n), Ψk,l,p(n), κk,l(n) and
Kk,l,p(n) set out in the next proposition. Of its claims, (26) and (29) are the most chal-
lenging to establish; we postpone their proof to Proposition 8.4, which itself will draw on
Lemmas8.5, 8.6and8.7.

Proposition 8.3. For integers k≥ 1 and l, p, n ≥ 0,

κ1,l(n) ≤ n+ 1,(24)

Kk,l,p(n) ≤ max
q≤p

l1+...+lq≤l

{

κk,l1(. . . κk,lq−1(κk,lq(n)) . . .)
}

,(25)

κk+1,l(n) ≤ 2Kk,l,l(2φk+1(n)),(26)

ψ1,l(n) ≤ 1,(27)

Ψk,l,p(n) ≤ pψk,l(Kk,l,p(n)),(28)

ψk+1,l(n) ≤ 3Kk,l,l(2φk+1(n)) + Ψk,l,l(2φk+1(n)).(29)

Proof. We first establish (24) and (27). Consideration of the empty word gives thatκk,0(n) =
n andψk,0 = 0. Now suppose thatl ≥ 1 and note that the only pieces of rank 1 area1

±1.
If h = tra1

±1t−s lies in H, thendH(1, h) = 1 andr − s = ±1, whence|s| ≤ |r | + 1. Thus
κ1,l(n) ≤ n+ 1 andψ1,l(n) = 1.

For (25) and (28), let h = trwt−s wherew = w(a1, . . . , ak) is a word of length at mostl with
at mostp pieces and|r | ≤ n. Let w = w1 . . .wq be the partition ofw into pieces, where
q ≤ p. If h ∈ H, then Lemma6.2implies that there exist integersr = r0, r1, . . . , rq = s and
elementsh1, . . . , hq in H such thattr i−1wi = hi tr i . Thus|r i | ≤ κk,ℓ(wi)(|r i−1|), whence

|s| ≤ κk,ℓ(wq)(. . . (κk,ℓ(w1)(|r |)) . . .) ≤ κk,ℓ(wq)(. . . (κk,ℓ(w1)(n)) . . .)
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and we obtain inequality (25). For inequality (28), note that|r i | ≤ Kk,ℓ(w1...wi),i(|r |) ≤
Kk,l,p(n), whence

dH(1, h) ≤
q∑

i=1

dH(1, hi) ≤
q∑

i=1

ψk,ℓ(wi)(|r i−1|) ≤ pψk,l(Kk,l,p(n)).

Finally, (26) and (29) will follow from Proposition8.4. �

We now derive Proposition8.1 from Proposition8.3. We first use (24), (25) and (26) to
obtain bounds onκk,l(n) andKk,l,p(n) in terms of Ackermann’s functions. We then derive
bounds onψk,l(n) andΨk,l,p(n) from (27), (28) and (29), having fed in our bounds onκk,l(n)
andKk,l,p(n).

Proof of Proposition8.1. We will need the inequality, established in Lemma3.2, that for
n ≥ 0 andk ≥ 2,

(30) φk(n) ≤ Ak−1(n+ k).

We first prove that there exist integersDk ≥ 1 such that

κk,l(n) ≤ Ak−1(Dkn+ Dkl),(31)

Kk,l,p(n) ≤ Ak−1
(p)(Dkn+ Dkl).(32)

Inequalities (24) and (25) together imply thatK1,l,p(n) ≤ n+ p. Thus (31) and (32) hold in
the casek = 1 with D1 = 1. Now suppose thatk ≥ 2 and that (31) and (32) hold for smaller
values ofk. If l = 0, then, using (9), we calculate thatκk,l(n) = n ≤ Ak−1(n). If l ≥ 1, then

κk,l(n) ≤ 2Kk−1,l,l(2φk(n)) by (26)

≤ 2Kk−1,l,l(2Ak−1(n+ k)) by (30)

≤ 2Ak−2
(l)(2Dk−1Ak−1(n+ k) + Dk−1l)

≤ 2Ak−2
(l)(Ak−1(2Dk−1n+ Dk−1l + 2Dk−1k)) by (8), (10), (13)

= 2Ak−1(2Dk−1n+ (Dk−1 + 1)l + 2Dk−1k) by (4)

≤ Ak−1(4Dk−1n+ 2(Dk−1 + 1)l + 4Dk−1k) by (10)

≤ Ak−1(4Dk−1n+ [2(Dk−1 + 1)+ 4Dk−1k]l) by (8).

TakingDk = max{2(Dk−1 + 1)+ 4Dk−1k, 1}, we obtain (31).

For (32) we calculate that

Kk,l,p(n) ≤ max
q≤p

l1+...+lq≤l

{

κk,l1(. . . κk,lq−1(κk,lq(n)) . . .)
}

by (25)

≤ max
q≤p

l1+...+lq≤l

{

Ak−1(. . .Ak−1(Ak−1(Dkn+ Dklq) + Dklq−1) . . .)
}

by (8)

≤ max
q≤p

l1+...+lq≤l





Ak−1

(q)



Dkn+ Dk

q∑

i=1

l i









by (8), (13)

≤ max
q≤p

{

Ak−1
(q)(Dkn+ Dkl)

}

by (8)

≤ Ak−1
(p)(Dkn+ Dkl) by (9).
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Next, we combine (27), (28) and (29) with (31) and (32) to deduce that there exist integers
Ek, Fk ≥ 1 such that

ψk,l(n) ≤ Ak−1(Ekn+ Ekl),(33)

Ψk,l,p(n) ≤ Ak−1
(3p)(Fkn+ Fkl).(34)

It follows from (27) and (28) thatΨ1,l,p(n) ≤ p. Thus (33) and (34) hold in the casek = 1
with Ek = Fk = 1. Now suppose thatk ≥ 2 and that (33) and (34) hold for smaller values
of k. If l = 0, thenψk,l(n) = 0 ≤ Ak−1(0). If l ≥ 1, then

ψk,l(n) ≤ 3Kk−1,l,l(2φk(n)) + Ψk−1,l,l(2φk(n)) by (29)

≤ 3Kk−1,l,l(2Ak−1(n+ k)) + Ψk−1,l,l(2Ak−1(n+ k)) by (30)

≤ 3Ak−2
(l)(2Dk−1Ak−1(n+ k) + Dk−1l)

+ Ak−2
(3l)(2Fk−1Ak−1(n+ k) + Fk−1l) by (32)

≤ 3Ak−2
(l)(Ak−1(2Dk−1(n+ k) + Dk−1l))

+ Ak−2
(3l)(Ak−1(2Fk−1(n+ k) + Fk−1l)) by (8), (10), (13)

= 3Ak−1(2Dk−1(n+ k) + (Dk−1 + 1)l)

+ Ak−1(2Fk−1(n+ k) + (Fk−1 + 3)l) by (4)

≤ Ak−1(6Dk−1(n+ k) + 3(Dk−1 + 1)l)

+ Ak−1(2Fk−1(n+ k) + (Fk−1 + 3)l) by (10)

≤ Ak−1(2(3Dk−1 + Fk−1)(n+ k) + (3Dk−1 + Fk−1 + 4)l) by (12)

≤ Ak−1(2(3Dk−1 + Fk−1)n+ (3(2k+ 1)Dk−1 + (2k+ 1)Fk−1 + 4)l).

TakingEk = 3(2k+ 1)Dk−1 + (2k+ 1)Fk−1 + 4, we obtain (33).

If p = 0 or l = 0, then, using (9), we calculate thatΨk,l,p(n) = 0 ≤ Ak−1
(3p)(0). If l, p ≥ 1,

then

Ψk,l,p(n) ≤ pψk,l(Kk,l,p(n)) by (28)

≤ pψk,l(Ak−1
(p)(Dkn+ Dkl)) by (32)

≤ pAk−1(EkAk−1
(p)(Dkn+ Dkl) + Ekl)

≤ pAk−1
(p+1)(DkEkn+ (Dk + 1)Ekl) by (8), (9), (10), (13)

≤ Ak−1
(2p+1)(DkEkn+ (Dk + 1)Ekl) by (11),

≤ Ak−1
(3p)(DkEkn+ (Dk + 1)Ekl) by (9).

TakingFk = (Dk + 1)Ek, we obtain (34).

Finally, the proof is completed by takingCk = max{Dk,Ek, Fk} and applying (8). �

The remainder of this section is devoted to establishing (26) and (29). This is done in
Proposition8.4, which draws on Lemmas8.5, 8.6and8.7that follow. We now outline our
strategy.

Suppose thattrak
ǫ1wak

−ǫ2t−s, wherer, s ∈ Z, ǫ1, ǫ2 ∈ {0, 1} andw = w(a1, . . . , ak−1), repre-
sents an elementh ∈ H. Our approach will be to find elementsh1, h2 ∈ H, integersr ′, s′

and a wordw′ = w′(a1, . . . , ak−1) such thath is represented byh1tr
′

w′t−s′h2. The functions
Kk−1,∗,∗ andΨk−1,∗,∗ will then control the behaviour of the subwordtr

′

w′t−s′ . Together with
estimates fordH(1, hi), |r ′|, |s′| andℓ(w′), this will allow us to derive bounds on|s| and
dH(1, h).

As indicated by Lemma7.3, the casek = 2 is exceptional and so will be treated separately.
For k ≥ 3, theh1, h2 r ′, s′ andw will be produced by Lemma8.5. This lemma takes
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integersk, n andǫ, with k ≥ 3 andǫ ∈ {0, 1}, and gives an integern′, an elementh ∈ H and
a wordu = u(a1, . . . , ak−1) such thattnak

ǫ = htn
′

u in G. Applying Lemma8.5to k, r andǫ1
will producer ′, h1 and a wordu1. Applying Lemma8.5to k, sandǫ2 will produces′, h2

−1

and a wordu2. The wordw′ will then be defined to be the free reduction of ˜w := u1wu2
−1.

The relationship between the input and output of Lemma8.5is determined by which of the
following holds:

(i) ǫ = 0,
(ii) ǫ = 1 andn ≤ 0, or
(iii) ǫ = 1 andn > 0.

A priori, this would lead to us having to consider nine distinct cases, depending on the
values ofǫ1 andǫ2 and the signs ofr ands. To streamline the process, Lemma8.5packages
(i) and (ii) together: it considers the cases that eithernǫ ≤ 0 or nǫ > 0. As such, we need
now only consider four cases, depending on the signs ofrǫ1 andsǫ2.

The form ofw̃ will depend on which of (i), (ii) or (iii) applies tor andǫ1 and tos andǫ2.
Lemmas8.6 and8.7 will be brought to bear to ensure that enough cancellation occurs to
obtain a sufficiently strong bound onℓ(w′).

Proposition 8.4. Let h = trak
ǫ1wak

−ǫ2t−s whereǫ1, ǫ2 ∈ {0, 1}, w = w(a1, . . . , ak−1) and
k ≥ 2. Let n and l be integers with|r | ≤ n andℓ(w) ≤ l. If h ∈ H, then

|s| ≤ 2Kk−1,l,l(2φk(n)),

dH(1, h) ≤ 3Kk−1,l,l(2φk(n)) + Ψk−1,l,l(2φk(n)).

Proof. We claim that there existh1, h2 ∈ H, r ′, s′ ∈ Z andw′ = w′(a1, . . . , ak−1) such that
h = h1tr

′

w′t−s′h2 in G and

|r ′| ≤ 2φk(n),(35)

|s| ≤ |s′| + 1,(36)

dH(1, h1) ≤ |r
′| + 1,(37)

dH(1, h2) ≤ |s
′| + 1,(38)

ℓ(w′) ≤ l.(39)

The result follows from the claim by direct calculation. Indeed, since the number of pieces
of a word is bounded by its length,

|s′| ≤ Kk−1,ℓ(w′),ℓ(w′)(|r ′|),(40)

dH(1, tr
′

w′t−s′ ) ≤ Ψk−1,ℓ(w′),ℓ(w′)(|r
′|).(41)

We will also need the inequality

(42) Kk,l,p(n) ≥ n,
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which follows immediately from consideration of the empty word. We can now calculate
that

|s| ≤ |s′| + 1 by (36)

≤ Kk−1,ℓ(w′),ℓ(w′)(|r ′|) + 1 by (40)

≤ Kk−1,l,l(2φk(n)) + 1 by (35), (39)

≤ 2Kk−1,l,l(2φk(n)) by (18), (42)

dH(1, h) ≤ dH(1, h1) + dH(1, tr
′

w′t−s′ ) + dH(1, h2)

≤ |r ′| + 1+ Ψk−1,ℓ(w′),ℓ(w′)(|r ′|) + |s′| + 1 by (37), (38), (41)

≤ 2φk(n) + 1+ Ψk−1,l,l(2φk(n)) + Kk−1,ℓ(w′),ℓ(w′)(|r ′|) + 1 by (35), (39), (40)

≤ 4φk(n) + Ψk−1,l,l(2φk(n)) + Kk−1,l,l(2φk(n)) by (18), (35), (39)

≤ 3Kk−1,l,l(2φk(n)) + Ψk−1,l,l(2φk(n)) by (42).

We first prove the claim fork = 2. Sincetqa2 = (a2t)(a1t)−qt2q−1, we can takew′ to bew
and defineh1, h2, r ′ ands′ by

h1 =

{1

(a2t)(a1t)−r

ǫ1 = 0,

ǫ1 = 1,
r ′ =

{ r

2r − 1

ǫ1 = 0,

ǫ1 = 1,

h2 =






1

(a1t)−s(a2t)
−1

ǫ2 = 0,

ǫ2 = 1,
s′ =

{ s

2s− 1

ǫ2 = 0,

ǫ2 = 1.

Inequalities (36) and (39) are immediate. For (35), use the fact, from Lemma7.3, that
φ2(n) = n+ 1. Inequality (37) is immediate ifǫ1 = 0. If ǫ1 = 1, thenr = 1

2(r ′ + 1), whence
|r | ≤ 1

2(|r ′| + 1). But r ′ , 0, so|r | ≤ |r ′| anddH(1, h1) = |r | + 1 ≤ |r ′| + 1. Inequality (38) is
derived similarly.

We now prove the claim fork ≥ 3. First apply Lemma8.5to k, r, ǫ1 to producer ′, h1 and a
wordu1. Then apply it tok, s, ǫ2 to produces′, h2

−1 and a wordu2. Definingw̃ := u1wu2
−1,

we have thath is represented byh1tr
′

w̃t−s′h2 and hence thattr
′

w̃t−s′ ∈ H. It is immediate
from the bounds given in Lemma8.5 that (35)–(38) hold. Finally, we definew′ to be the
free reduction of ˜w. To establish (39), we consider four cases.

Case: rǫ1 ≤ 0, sǫ2 ≤ 0. We have that ˜w = w and so it is immediate thatℓ(w′) ≤ ℓ(w).

Case: rǫ1 > 0, sǫ2 ≤ 0. We have that ˜w = θr−1(ak−1
−1) . . . θ0(ak−1

−1)w. Sincetr
′

θr−1(ak−1
−1)

does not lie inΛ, applying Lemma6.2 to tr
′

w̃t−s′ shows that, when ˜w is freely reduced,
eachak−1

−1 in θr−1(ak−1
−1) . . . θ0(ak−1

−1) cancels intow. It follows from Lemma8.7 that
ℓ(w′) ≤ ℓ(w).

Case: rǫ1 ≤ 0, sǫ2 > 0. We have that ˜w = wθ0(ak−1) . . . θs−1(ak−1). Sincets′θs−1(ak−1
−1)

does not lie inΛ, applying Lemma6.2 to ts′w̃−1t−r ′ ∈ H shows that, when ˜w is freely
reduced, eachak−1 in θ0(ak−1) . . . θs−1(ak−1) cancels intow. It follows from Lemma8.7that
ℓ(w′) ≤ ℓ(w).

Case: rǫ1 > 0, sǫ2 > 0. We have that ˜w = θr−1(ak−1
−1) . . . θ0(ak−1

−1)wθ0(ak−1) . . . θs−1(ak−1).
Since neithertr

′

θr−1(ak−1
−1) nor ts′θs−1(ak−1

−1) lies in Λ, we are in a position to apply
Lemma8.6. If case (i) of Lemma8.6occurs, then, when ˜w is freely reduced, eachak−1

−1

in θr−1(ak−1
−1) . . . θ0(ak−1

−1) and eachak−1 in θ0(ak−1) . . . θs−1(ak−1) cancels intow. Ap-
plying Lemma8.7 gives thatℓ(w′) ≤ ℓ(w). On the other hand, suppose that case (ii) of
Lemma8.6occurs, sow′ is the free reduction ofθr−1(ak−1

−1)θs−1(ak−1). We will show that
r = s, whencew′ is the empty word and triviallyℓ(w′) ≤ l. If k = 3, thentr

′

w′t−s′ =

tr−1θr−1(a2
−1)θs−1(a2)t1−s = tr−sa1

s−r in G. Since this element lies inH, r − s = s− r,
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whencer = s. If k = 4, thentr
′

w′t−s′ is freely equal totr−1θr−1(a3
−1)θs−1(a3)t1−s. Since

this lies inH, applying Lemma7.8and solving the resulting equation givesr = s. Finally,
suppose thatk > 4. Lemma7.1gives that

tr
′

w′t−s′ fr
=






tr−1θr−1(ak−2) . . . θs−2(ak−2)t1−s r < s,

tr−s r = s,

tr−1θr−2(ak−2
−1) . . . θs−1(ak−2

−1)t1−s r > s.

By Lemma7.6, neithertr−1θr−2(ak−2
−1) nor ts−1θs−2(ak−2

−1) lies inΛ, sincek−2 ≥ 3. Thus,
by Lemma6.2, bothr < sands> r lead to a contradiction. Hencer = sas required. �

Lemma 8.5. Given integers k, n, ǫ, with k≥ 3 andǫ ∈ {0, 1}, there exists an integer n′, an
element h∈ H and a word u= u(a1, . . . , ak−1) such that tnak

ǫ = htn
′

u in G,

|n| − 1 ≤ |n′| ≤ 2φk(|n|), and

dH(1, h) ≤ max{|n′|, 1}.

Furthermore,

(i) if nǫ ≤ 0, then u is the empty word;
(ii) if nǫ > 0, then n′ = n− 1, u= θn−1(ak−1

−1) . . . θ0(ak−1
−1) and tn

′

θn−1(ak−1
−1) < Λ.

Proof. We consider three cases.

Case:ǫ = 0. We trivially obtain an instance of conclusion (i) by takingn′ = n, h = 1 and
u to be the empty word. The upper bound on|n′| follows from (18) and (21).

Case:ǫ = 1 and n≤ 0. Following the calculation

tnak = θ−n(ak)t
n = θ−n(ak)t

φk(|n|)tn−φk(|n|),

we obtain an instance of conclusion (i) by takingn′ = n− φk(|n|), h = θ−n(ak)tφk(|n|) andu
to be the empty word. It follows immediately from the definition of the functionφk that
h ∈ H and from Lemma7.4 that dH(1, h) = φk(|n|). By (18), φk(|n|) is positive whence
|n′| = |n| + φk(|n|) anddh(1, h) ≤ |n′|. Applying (18) and (21) gives|n| + 1 ≤ |n′| ≤ 2φk(|n|).

Case:ǫ = 1 and n> 0. Following the calculation

tnak = akak
−1tnak = akt

nθn(ak
−1)ak = (akt)t

n−1θn−1(ak−1
−1) . . . θ0(ak−1

−1)

we obtain an instance of conclusion (ii) by takingn′ = n− 1, h = (akt) and

u = θn−1(ak−1
−1) . . . θ0(ak−1

−1).

The upper bound on|n′| follows from (18) and (21). The fact thattn
′

θn−1(ak−1
−1) does not

lie in Λ follows from Lemmas7.6and7.7. �

Lemma 8.6. Letσ = trθa(ak
−1) . . . θ0(ak

−1)wθ0(ak) . . . θb(ak)t−s where w= w(a1, . . . , ak)
is freely reduced and a, b ≥ 0. Supposeσ represents an element of H but trθa(ak

−1) < Λ
and tsθb(ak

−1) < Λ. Then either

(i) w has a prefixθ0(ak) . . . θa−1(ak)ak and suffix ak
−1θb−1(ak

−1) . . . θ0(ak
−1), or

(ii) w = θ0(ak) . . . θa−1(ak)θb−1(ak
−1) . . . θ0(ak

−1).

Proof. Write l1 for the letterak
−1 of the termθa(ak

−1) of σ and writel2 for the letterak

of the termθb(ak) of σ. Lemma6.2 implies that, whenσ is freely reduced, bothl1 andl2
cancel. Letl′ be the letterak that cancels withl1

If l′ lies in w, thenl2 must cancel with a letter to the right ofl′ in w, and we have case (i).
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On the other hand, suppose thatl′ lies in the subwordθ0(ak) . . . θb(ak). If l′ is distinct
from l2, thenl2 must cancel with anak

−1 lying to the right ofl′. But this is a contradic-
tion, since all the occurrences ofak

±1 in θ0(ak) . . . θb(ak) are positive. Thusl′ = l2. Now
θa−1(ak

−1) . . . θ0(ak
−1)wθ0(ak) . . . θb−1(ak) must be freely trivial and we have case (ii).�

Lemma 8.7. Let w= θ0(ak) . . . θr (ak) where r≥ 0. Let l be the last ak appearing in w and
partition w as w= uv where u is the prefix of w ending with l and v is the suffix of w coming
after l. Thenℓ(u) ≥ ℓ(v).

Proof. Note thatu = θ0(ak) . . . θr−1(ak)ak and, by Lemma7.1, v = θ0(ak−1) . . . θr−1(ak−1).
It thus suffices to prove thatℓ(θi(ak)) ≥ ℓ(θi(ak−1)) for i ≥ 0. But this follows by an easy
induction onk from the structures ofθi(ak) andθi(ak−1) respectively given by Lemma7.1.

�

9. Groups with Ackermannian Dehn functions

Recall thatΓk is the HNN extension ofGk over Hk in which the stable letter commutes
with all elements ofHk:

Γk := 〈 a1, . . . , ak, t, p | t
−1a1t = a1, t−1ai t = aiai−1 (i > 1), [p, ait] = 1 (i > 0) 〉.

Proposition 9.1. The groupΓ1 has Dehn function≃–equivalent to n7→ n2.

Proof. Making the substitutionα = a1t shows thatΓ1 is a right-angled Artin group with
presentation〈α, t, p | [t, α], [p, α] 〉. It follows thatΓ1 is CAT(0) [16] whence it has Dehn
function≃-equivalent ton2 by [13, Proposition 1.6.III.Γ]. �

Proposition 9.2. For all k ≥ 2, the groupΓk has Dehn function≃–equivalent to Ak.

Proof. Let k ≥ 2. The Dehn function of a CAT(0) group is either linear or quadratic [11,
Theorem 6.2.1], with the linear case occurring precisely when the group is hyperbolic [11,
Theorem 6.1.5]. By Theorem1.3, the groupGk is CAT(0). However, since it contains an
embedded copy ofZ2 it is not hyperbolic [11, Theorem 6.1.10]. The Dehn function ofGk

is therefore quadratic. By Theorem1.3, the distortion function ofHk in Gk is≃–equivalent
to Ak. Plugging these two functions into [13, Theorem 6.20.III.Γ] gives lower and upper
bounds for the Dehn function ofΓk of max{n2, nAk(n)} andnAk(n)2 respectively, up to≃–
equivalence. So, by (9), the Dehn function ofΓk is betweenAk(n) andAk(n)3. But (14)
implies that, for anyC ≥ 1, the functionn 7→ Ak(n)C is ≃–equivalent toAk. �

The ideas behind [13, Theorem 6.20.III.Γ] used here are most transparent via the tools of
van Kampen diagrams and corridors. For example, towards thelower bound, consider the
words

vk,n := ak
na2 ta1 a2

−1ak
−n

of Section5, which equal

wk,n := uk,n (a2t) (a1t) (a2t)−1 uk,n
−1

in Gk. Observe that [vk,n, p] = 1 in Γk and that in any van Kampen diagram for [vk,n, p],
there must be ap–corridor connecting the two boundary edges labelled byp. (Figure3 is an
example of such a diagram whenk = 2 andn = 4.) The word ona1t, . . . , akt written along
each side of this corridor must equalvk,n in Gk and so freely equalswk,n. It follows that any
van Kampen diagram for [vk,n, p] has area at least the length ofwk,n, which is 2Hk(n) + 3.
So, as the length of [vk,n, p] is 4n+ 10, this leads to a lower bound ofAk(n) ≃ Hk on the
Dehn function ofGk.



HYDRA GROUPS 25

pp

v2,4

v2,4

Figure 3. A van Kampen diagram for [v2,4, p] — an example of a word
which represents the identity inΓk but can only be filled by a large area
diagram.
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