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Abstract

We discuss the structure of the recursively enumerable sets under
three reducibilities: Turing, truth-table and weak truth-table. Weak
truth-table reducibility requires that the questions asked of the oracle
be effectively bounded. Truth-table reducibility also demands such
a bound on the the length of the computations. We survey what is
known about the algebraic structure and the complexity of the deci-
sion procedure for each of the associated degree structures. Each of
these structures is an upper semilattice with least and greatest ele-
ment. Typical algebraic questions include the existence of infima, dis-
tributivity, embeddings of partial orderings or lattices and extension
of embedding problems such as density. We explain how the algebraic
information is used to decide fragments of the theories and then to
prove their undecidability (and more). Finally, we discuss some re-
sults and open problems concerning automorphisms, definability and
the complexity of the decision problems for these degree structures.
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In this paper we will discuss the structure of the recursively enumerable
sets, those that can be effectively enumerated, under various reducibilities.
The primary reducibility is that of Turing:

B ≤T A ≡ There is Turing machine Φ which, when equipped with an
oracle for A, can compute (the characteristic function of) B, ΦA = B.

(We refer the reader to Rogers [1967] or Odifreddi [1989] for basic infor-
mation on recursion theory and any unexplained notation.)

This reducibility is the most general effective one and allows for computa-
tions potentially unbounded in both the amount of information they require
of the oracle and the number of steps they take to converge. Indeed, for vari-
ous machines, oracles and inputs, ΦA(x) may not converge at all. We wish to
consider two other reducibilities that restrict access to the oracle by imposing
recursive a priori bounds on the questions that can be asked, i. e. we specify
a recursive function f and require that the computation of B(x) from A via
Turing machine Φ use only information about the initial segment of A of
length f(x). If this is the only restriction put on the reduction of A to B, the
resulting reducibility is called weak truth table, wtt, reducibility: B ≤wtt A.

Here too, there is no a priori bound on the length of the computation and
some computations ΦA(x) may still diverge. If, in addition, we recursively
bound the length of the computations (and give some default output such as
0 if the computation has not converged within the specified time bound), or
equivalently require that ΦA(x) converge for every A and x, then we get the
more familiar notion of truth table reducibility:

B ≤tt A ≡ There is a recursive function h which for, every x, specifies a
truth table h(x) based on elements of size at most f(x) such that x ∈ B iff
A satisfies the truth table given by h(x).

(Bounding the length of the computations in this way obviously implies
that they always converge. For the other direction of the equivalence (due
to Nerode) look at the tree of all possible computations for any set oracle. If
the computations with input x halt along every path (i. e. for every oracle)
then, by König’s Lemma, the whole tree is finite. Thus we can recursively
find a bound on the length of all possible computations on input x for any
oracle.)

Each of these reducibilities, r, induces, in the usual way, an equiva-
lence relation on sets with equivalence classes given by deg r(A) = {B|A ≤r
B & B ≤r A}, the class of sets equicomputable (with respect to r-reducibility)
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with A. The induced partial ordering ≤r on the equivalence classes defines
the associated degree structure Rr. These three partial orderings, RT , Rtt

and Rwtt, share several basic algebraic properties:

1. All of the structures are upper semi-lattices with least element 0 (the
degree of the recursive sets) and greatest element 1, the degree of the halting
problem, i. e. of the complete r. e. set

K = {〈x, y〉| the xth Turing machine,Φx, halts on input y}.

2. Every countable partial ordering can be embedded in each structure
and so the three structures have the same decidable ∃-Theory. (That is, there
is an effective procedure for determining which sentences in the language
with just ordering which consist of an initial string of existential qualifiers
followed by a quantifier free matrix are true in the structure: Any sentence
in the language of partial orderings of the form ∃x1∃x2...∃xnΨ(x1, x2, ..., xn)
with Ψ quantifier free is true in Rr iff it is consistent with the theory of
partial orderings, i. e. there is a partial ordering of size at most n in which it
is true. The truth of this last assertion can clearly be determined effectively.)

The three degree orderings, however, are very different once one goes
up even slightly in the complexity of the questions one is considering to
either the ∀∃-Theories of the structures (sentences with one alternation of
quantifiers, i. e. of the form ∀y1...∀ym∃x1...∃xnΨ(x1, ..., xn, y1, ..., ym)) or even
to the extension of embedding problem (when, given two partial orderings
X ⊆ Y , is it always possible to find, for every embedding f of X into Rr,
an extension g of f which maps all of Y into Rr). The archetypic example of
such questions is whether the structures are dense. In the first format, this is
the question of the truth of the sentence ∀x∀y∃z(x < y → x < z < y). In the
second format, the question is if, for every embedding of the partial order X
with two elements x < y, there is an extension to the partial order Y with
three elements x < z < y. The investigation of these sorts of problems has
been a source a much of our knowledge about the structures Rr.

Sacks [1964] answered this archetypic problem for RT by proving that
it is dense. This prompted Shoenfield [1965] to conjecture that RT might
be dense even as an usl with 0 and 1 (or as one might prefer to say now,
saturated with respect to finite sets of quantifier free formulas consistent
with the theory of an usl with least and greatest elements 0 and 1). As
with Cantor’s theorem for dense linear orderings, this conjecture would have
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implied, by the usual back and forth argument, thatRT is a model of a theory
of usl’s which has, up to isomorphism, only one countable model. On general
model theoretic grounds, its theory, like that of dense linear orderings, would
then be decidable.

The first counterexample to Shoenfield’s conjecture was the existence of
minimal pairs proven by Lachlan [1966] and Yates [1966]: There exist nonzero
r. e. T-degrees a and b such that there the only r. e. degree below both of
them is 0. (Thus the formula Ψ(x) = (x < a & x < b & x 6= 0), although
consistent with the theory has no realization in RT .) The constructions of
Lachlan and Yates began, in terms of both structural analysis and technology
of proofs, the long road to the proof of the undecidability of RT :

Theorem (Harrington & Shelah [1982]): RT is undecidable, i. e. there is no
recursive procedure for determining the truth of sentences (in the language
with ≤T ) in RT .

Proof Plan: Given a ∆0
2 (or, equivalently, recursive in K) partial ordering

P = 〈{pi|i ∈ ω}, ≤〉, one constructs r. e. degrees a, ai, b, c and d such that
1. {ai} is the set of maximal degrees x ≤T a such that c 6≤T b ∨ x.
2. pi ≤ pj ⇔ ai ≤T aj∨d.
Note that any sentence true in some partial ordering is true in a ∆0
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one by an analysis of the standard Henkin completeness proof. Thus this
construction provides an interpretation of the theory of partial orderings in
that of RT . The undecidability of the theory of partial orderings then gives
the undecidability of RT . In fact, it suffices to code all finite partial orderings
into a structure to show that its theory is undecidable. The proof of this fact
relies on the hereditary undecidability of the theory of partial orderings.
(A general exposition of these procedures for proving undecidability can be
found in Ambos-Spies, Nies and Shore [1992]).

The situation forRtt is quit different. Indeed, Degtev [1973] and Marchen-
kov [1975] proved that there is a minimal r. e. tt-degree. The proof they
provide, however, is quite indirect and does not lend itself to the construction
of other initial segments of Rtt. A direct construction of such a degree was
found by Fejer and Shore [1989]. This construction was then extended to
prove the undecidability of Rtt :

Theorem (Haught & Shore [1990]): For every n ∈ ω, there are r. e. tt degrees
a and b such that, in Rtt, [a,b] (= {x|a ≤ x ≤ b}) is isomorphic to the
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lattice of all equivalence relations on a set of n elements. Indeed, a and b
can be constructed so that {0} ∪ [a,b] is an initial segment of Rtt (or even
of all the tt-degrees).

Corollary (Haught & Shore [1990]): Rtt is undecidable.

At first glance, this approach to the undecidability ofRtt seems somewhat
ad hoc or forced. Why not prove that every finite lattice (or at least some
reasonable collection of them) is isomorphic to an initial segment of Rtt and
so get the undecidability of its theory. This after all was the route to the
undecidability of the theory of the r-degrees of all sets for many reducibil-
ities including Turing, tt and wtt. (See Lachlan [1968] for the distributive
lattices and Lerman [1971] for all finite ones and Nerode and Shore [1980] for
transferring the results to reducibilities other than Turing.) As it turns out,
this is not possible. Various restrictions on the initial segments of Rtt have
been found by Harrington and Haught [1993] including the following: Every
finite initial segment of Rtt has a least nonzero element.

NowRwtt lies betweenRT and Rtt in many ways that defeat both types of
attempts at proving undecidability. Like RT , Rwtt is dense and has minimal
pairs (the same proofs work), but Rwtt is much more homogeneous than RT :

1. In RT some degrees are branching (i. e. they are the infimum of two
other degrees) but not all; in Rwtt all degrees are branching. (See Lachlan
[1966], Yates [1966] and Ladner and Sasso [1975].)

2. In RT some degrees b can be split over all lower degrees (i. e. for every
c < b there are b0 and b1 such that c < b0,b1 < b and b0 ∨ b1 = b) but
not all; in Rwtt every degree b splits over every c < b. (See Sacks [1963],
Lachlan [1975] and Ladner and Sasso [1975].)

The most striking algebraic difference between the structures is that Rwtt

is distributive (as an usl):

If a0 ∨ a1 ≥ b, then (∃bi ≤ ai)(b0∨b1 = b).

(See Lachlan [1972] and Stob [1983].) (To see that this corresponds to the
notion of distributivity in a lattice, suppose we actually had a lattice structure
and consider c = (a0 ∨ a1) ∧ b. Distributivity would say that c = (a0 ∧ b) ∨
(a1 ∧ b). Thus the required degrees would be b0 = (a0∧ b) and b1 = (a1∧ b).)
On the other hand, both basic nondistributive lattices are embeddable (as
lattices) in RT (Lachlan [1972]).
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As Shoenfield pointed out to me in 1984, the proofs of undecidability of
RT can not work for Rwtt. The type of constructions used in the proofs for
RT inherently produce unbounded Turing reductions. The problem is that
they are tree arguments at the level of 0′′′ which directly build the required
reductions in complicated ways. Moreover, as Stob [1983] also remarks, the
codings themselves are inherently nondistributive. (In a dense, distributive
usl there is no maximal x < a such that c 6≤ x ∨ b, i.e. for every x < a,
and every b and c with c ≤ a ∨ b but c 6≤ x ∨ b, there is a y such that
x < y < a and c 6≤ y ∨ b: By hypothesis, x ∨ b < a ∨ b = a ∨ b ∨ c; by
density, ∃d(x ∨ b < d < a ∨ b); by distributivity, (∃y < a)(y ∨ b = d); finally,
as x < d and c 6≤ d, we may take y ∨ x to be the required counterexample to
maximality.)

There are really two problems:
1. Find an “easier” proof that RT is undecidable.
2. Prove that Rwtt is undecidable.

Two years ago two answers to the first problem were found. Both had the
same basic plan as the Harrington & Shelah proof: Find a definition Φ(x,~a)
from parameters ~a such that, for enough partial orderings P , there are degrees
~a and d such that 〈{x ∨ d|Φ(x, ~a)}, ≤T 〉 ∼= P :

Slaman & Woodin [1994]: Φ(x, a,b, c) ≡ x is minimal ≤ a such that
c ≤T x ∨ b; “enough” = all ∆0

2.
Ambos-Spies & Shore [1993]: Φ(x, a,b) ≡ x is maximal such that there

is a b with b ∧ x = a; “enough” = all finite.
The second construction supplies a particularly simple proof that uses

only the branching and nonbranching degree constructions (as in Soare [1987,
IX]) in a standard 0′′ priority argument. However, in the setting of the
wtt-degrees, the nontriviality of either of these definable sets also violates
distributivity.

More recently, a quite different approach to the undecidability of Rwtt

has been found:

Theorem (Ambos-Spies, Nies & Shore [1992]): Rwtt is undecidable.

Proof Plan: 1. (Ambos-Spies & Soare [1989]): There exists a uniformly
r. e. sequence of sets Ai such that, in both RT and Rwtt, their degrees ai are
pairwise minimal pairs but no one of them bounds a minimal pair.

2. The ideals I of r. e. wtt-degrees with a uniformly r. e. (or equivalently
a Σ0

3) sequence of representatives are precisely those with exact pairs x and
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y, i. e. I = {z|z ≤wtt x & z ≤wtt y}.
3. By an algebraic argument, the distributivity of Rwtt now guarantees

that the set of degrees A = {ai} given in (1) is independent (no element is
below the join of any finite number of other elements of the set) and definable
from the exact pair for the ideal it generates. It then follows that the class of
subsets of A which generate ideals determined by exact pairs is isomorphic
to E3 the lattice of all Σ0

3 subsets of the natural numbers N :

〈{C ⊆A|∃x,y∀z(z ∈ C ⇔ z < x & z > y},⊆〉 ∼= 〈E3,⊆〉.

4. (Herrmann [1983] and [1984]): E, the lattice of all r. e. (Σ0
1) subsets of

N and indeed, for each n, En, the lattice of all Σ0
n subsets ofN , is hereditarily

undecidable. Thus any structure in which we can interpret En with param-
eters is undecidable. Of course, the above steps show that we can interpret
E3 in Rwtt using as parameters the exact pair defining the ideal generated by
A.

We must admit, however, that the proofs of the results used here from
Ambos-Spies & Soare [1989] and Herrmann [1983] and [1984] are quite diffi-
cult and so we can hardly claim to have an elementary proof of the undecid-
ability of Rwtt. In addition, this proof does not work for RT and so we still
have no uniform proof for the two structures.

We must now explain the word “beyond” of our title. We have in mind
several aspects of the theories of the degree structures that we are discussing.
First, what more can we about the complexity of the theories than that they
are undecidable. As recursion theorists we are not satisfied simply with the
assertion that they are not recursive. We want to know the precise degree
of the theory of each structure; to characterize their “true theories”. For
both the r. e. Turing and truth-table degrees the theories of their structures
are as complicated as possible. Of course, both are definable in first order
arithmetic and so are reducible to the true theory of N , the natural numbers
with addition and multiplication. The degree of this theory is that of ∅(ω) =
{〈x, n〉|n ∈ ∅(n)}, the recursive join of all finite iterations of the halting
problem. This is also the degree of each of these theories. Indeed they are
1-1 equivalent. (This is equivalent to the existence of a recursive permutation
of N that takes one set of sentences to the other.)

Theorem (Harrington & Slaman; Slaman & Woodin [1994]):

Th(RT ) ≡1−1 Th(N ,+, x, 0, 1) ≡1−1 0(ω).
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Theorem (Nies & Shore [1993]):

Th(Rtt) ≡1−1 Th(N ,+, x, 0, 1) ≡1−1 0(ω).

Proof Plan: In addition to coding models of arithmetic, we must defin-

ably pick out some (codes for) standard models. The proofs for RT use the
previous codings and pick out some standard models as ones whose natural
numbers are embeddable in all other models. It uses among other ideas the
definability of prompt simplicity (a property of enumerations of r. e. sets) in
degree theoretic terms (Ambos-Spies et al. [1984]). The proof for Rtt extends
the previous embedding results to include certain recursive lattices of equiv-
alence relations that are used to code nicely generated models of arithmetic.
The standard ones are then picked out as the ones all of whose proper initial
segments which are defined by exact pairs have greatest elements. It need a
new exact pair theorem for Rtt: If I is a Σ0

3 ideal in Rtt and every member
of I is strictly below K in Turing degree, then I has an exact pair in Rtt.

Along these lines, we mention two, perhaps related, open questions:

Question: Th(Rwtt) ≡1−1 Th(N ,+, x, 0, 1) ≡1−1 0(ω)?

Question: Th(E) ≡1−1 Th(N ,+, x, 0, 1) ≡1−1 0(ω)?

Another measure of the complexity of a theory is the number of 1-types
consistent with it. The results of Ambos-Spies and Soare [1989] show that
ℵ0 many 1-types are realized in RT and Rwtt while those of Haught and
Shore [1990] give the same result for Rtt. The proof of undecidability of
RT in Ambos-Spies and Shore [1993] also shows that its theory has as many
1-types as possible, 2ω.

Question: Are there continuum many 1-types over the theories of Rtt and
Rwtt?

Finally, we come to our last topic beyond undecidability, the related issues
of definability and automorphisms. There are one or two examples of classes
of r. e. degrees with natural nonorder theoretic definitions which are definable
from the ordering on degrees:

Theorem (Ambos-Spies, Jockusch, Shore & Soare [1984]): The promptly
simple r. e. Turing degrees are the noncappable ones (i. e. those degrees a such
that there is no b with a ∧ b = 0).

8



Theorem (Downey & Shore [1993]): The low2 r. e. tt-degrees (i. e. those
a such that a′′ = 0′′) are precisely those with minimal covers (i. e. those a
such that there is a b < a with no c between a and b).

There are some hopes for defining the low2 r. e. T-degrees as well as
Slaman and Shore [1990], [1993] have definably separated the low2 from the
high degrees in RT .

Question: Is any degree other than 0 and 0′ definable in any of these
structures? Are any of the jump classes definable in RT ?

The last issue we want to address is the problem of the existence of
automorphisms. A purely algebraic argument based on distributivity supplies
us with isomorphic intervals in Rwtt. (Suppose a ∧ b = c. The map taking
x ∈ [c, a] to x ∨ b ∈ [b, a ∨ b] is an isomorphism. It is onto by a direct
application of distributivity. To see that it is one-one, suppose that x < y
but x ∨ b = y ∨ b. As y < x ∨ b, there is a d < b such that d ∨ x = y.
Note, however, that as d < y, d < a. Thus d < a,b and so d ≤ c. As this
would imply that d ∨ x = x, we have the desired contradiction.) Similarly,
the initial segment results for Rtt supply isomorphic intervals. Otherwise,
almost nothing is known about the possible existence of automorphisms for
any of the structures. This leaves us with the obvious questions:

Question: Are there any nontrivial automorphisms of RT ,Rtt or Rwtt? In-
deed, are there any nontrivial isomorphic initial segments of RT or Rwtt?

There is, however, a quite remarkable result connecting this problem with
that for the Turing degrees of all sets:

Theorem (Slaman & Woodin [1994] see also Slaman [1991]): If RT is rigid,
i. e. has no nontrivial automorphisms, then so is DT the structure of all the
Turing degrees.

The most intriguing suggestion is Harrington’s far reaching proposal that
RT might be interdefinable (or biinterpretable) with (the standard model of)
arithmetic, that is not only can we define the standard model of arithmetic
in RT but we can define a map taking each r. e. degree a to (a code for) an
index e for a representative We ∈ a in the model. Now Simpson [1977] and
Shore [1982] provide such outright (parameterless) interpretations of second
order arithmetic in D′T and DT respectively that are correct on a cone (i. e.
on the set of degrees above a fixed degree z). Slaman & Woodin prove

9



the above result on rigidity by constructing such an interpretation which is
correct for all of DT from r. e. parameters.(See Slaman [1991], where Slaman
and Woodin conjecture that this proposal is true, for a discussion of this
notion in various degree structures and many applications.) In particular,
a proof of the interdefinability of first order arithmetic and RT would show
that every r. e. Turing degree is definable inRT , that RT , DT and many other
degree structures are rigid and indeed that DT is interdefinable with second
order arithmetic. We are thus lead to our final open problem, or perhaps
better, program:

OPEN PROBLEM (PROGRAM): Work towards proving the interde-
finability of RT (Rtt and Rwtt) and first order arithmetic!
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