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Abstract. We formulate a theory of instability and Harder-Narasimhan
filtrations for an arbitrary moduli problem in algebraic geometry. We
introduce the notion of a Θ-stratification of a moduli problem, which
generalizes the Kempf-Ness stratification in GIT as well as the Harder-
Narasimhan stratification for coherent sheaves on a projective scheme,
and establish necessary and sufficient conditions for the existence of
these stratifications. For a certain class of algebraic stacks, which we
call Θ-reductive, the existence of Θ-stratifications can be reduced to
solving a relatively straightforward “boundedness” problem. We apply
our methods to an example that lies beyond the reach of classical methods:
the stratification of the stack of objects in the heart of a Bridgeland
stability condition.
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One of the first fundamental observations in algebraic geometry is that
small deformations of an algebro-geometric object are often controlled by
finite dimensional parameter spaces that are themselves algebraic varieties.
A moduli problem seeks to globalize this observation, i.e., find a geometric
object that parameterizes all isomorphism classes of a particular type of
algebro-geometric object. The pursuit of a general framework for studying
moduli problems has introduced quite a bit of machinery and has ultimately
lead to the theory of algebraic stacks.

The result is that many moduli problems have a tautological solution:
when formulated correctly, the moduli problem is and algebraic stack, which
is a geometric object. Unfortunately, the stacks that arise in nature are
rarely representable by algebraic varieties or even algebraic spaces, which
limits their applicability. Many natural examples, such as the moduli stack
of vector bundles of a fixed rank and degree on a smooth curve, are highly
non-separated and are not bounded, i.e., the algebraic stack that represents
the moduli problem is not quasi-compact.

Sometimes these issue are mild, and the stack admits a moduli space.
The first general result in this direction was the Keel-Mori theorem [KM],
which constructs coarse moduli spaces under mild hypotheses for stacks in
which objects have finite automorphism groups. The notion of a good moduli
space for an algebraic stack was introduced in [A] as a suitable notion of
moduli space for moduli problems with infinite automorphism groups, and
generalizes the kinds of moduli spaces constructed using geometric invariant
theory. Recently, necessary and sufficient conditions were discovered for an
algebraic stack to have a good moduli space [AHLH].

In this paper, we focus on moduli problems that do not necessarily admit
moduli spaces. We propose a new standard for what it means to “solve" a
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moduli problem in algebraic geometry: in addition to defining an algebraic
stack X that represents the moduli problem, one should construct a certain
type of stratification of X, which we call a Θ-stratification. Often the open
piece of the stratification admits as good moduli space, as do the “centers”
of the other strata, so this paper is complementary to [AHLH], and together
these papers provide a very general framework for studying moduli problems.
See Figure 1 below.

Example 0.0.1. The prototypical example is the moduli stack Mr,d of vector
bundles of rank r and degree d on a smooth Riemann surface C. Mr,d is
not quasi-compact or separated. There is an open substack Mss

r,d ⊂ Mr,d

parameterizing semistable vector bundles which admits a projective good
moduli spaceMss

r,d →M , which is a coarse moduli space if r and d are coprime.
On the other hand, every unstable vector bundle (meaning one which is
not semistable) has a canonical Harder-Narasimhan filtration [HN], and the
unstable locus in the moduli stack admits a stratification Mus

r,d =
⋃
Sα,

where Sα is the locally closed substack of bundles for which the associated
graded pieces of the Harder-Narasimhan filtration have particular rank and
degree recorded by the index α [S1]. The Sα fiber over moduli stacks Zss

α of
semistable graded vector bundles, and the Zss

α again have projective good
moduli spaces.

Our definition of a Θ-stratification (Definition 2.1.2) gives an intrinsic
description of this structure. The stack Θ := A1/Gm plays a central role. If
k is a field, then we define a filtration of a k-point p ∈ X(k) to be a map
f : Θk → X along with an isomorphism f(1) ' p. More generally, for any
map ξ : Spec(R) → X, we define a filtration of ξ to be a map f : ΘR → X
along with an isomorphism f |{1}×Spec(R) ∼= ξ.

Example 0.0.2. A map Θk → Mr,d is a (Gm)k-equivariant vector bundle
on A1×C. Using the Rees construction, one can show that this is equivalent
to a Z-indexed diagram · · · ⊂ Ew+1 ⊂ Ew ⊂ · · · of vector bundles on C
such that Ew/Ew+1 is locally free, Ew = 0 for w � 0, and Ew stabilizes for
w � 0. This justifies the terminology “filtration.”

A weak Θ-stratification (Definition 2.1.2)1 is a stratification of X into
locally closed substacks that parameterize points in X along with a canonical
filtration. In order to generalize the canonical Harder-Narasimhan filtrations
of Example 0.0.1, we introduce the following:

Definition 0.0.3. A numerical invariant2 µ with values in a totally ordered
set Γ consists of an assignment of a scaling-invariant function µγ : Rn \0→ Γ

1The distinction between a weak Θ-stratification and the slightly stronger notion
of a Θ-stratification is not relevant in this introduction. In characteristic 0, any weak
Θ-stratification is a Θ-stratification by Corollary 2.1.9.

2We will give a slightly more general definition in Definition 4.1.1, which specializes to
this one in most cases of interest, see Remark 4.1.2.
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for any p ∈ X(k) and any homomorphism of k-groups γ : (Gn
m)k → Aut(p)

with finite kernel. This data must satisfy:
(1) If γ′ : (Gn

m)k′ → Aut(pk′) is the extension of γ to a field extension
k ⊂ k′, then µγ = µγ′ .

(2) Given a homomorphism with finite kernel φ : (Gq
m)k → (Gn

m)k, µγ◦φ
is the restriction of µγ along the inclusion Rq ↪→ Rn induced by φ;
and

(3) Given a scheme S, an S-point ξ : S → X, and a homomorphism
of S-group-schemes γ : (Gn

m)S → Aut(ξ) with finite kernel, if one
considers the maps γs : (Gn

m)k(s) → Aut(ξ(s)) indexed by points in
s ∈ S, then the function µγs on Rn \ 0 is locally constant on S.

A numerical invariant defines a Γ-valued function on the set of non-trivial
filtrations in X by assigning µ(f) = µγ(1), where γ : (Gm)k → Aut(f(0))
is the canonical homomorphism induced by f : Θk → X. We will always
assume that Γ comes with a marked point 0 ∈ Γ.

Definition 0.0.4 (Definition 4.1.5). A point p ∈ |X| is said to be unstable
if there is a filtration f such that µ(f) > 0 and f(1) = p. A filtration
f : Θk → X is defined to be an HN filtration of the point p = f(1) ∈ |X| if

µ(f) = sup{µ(f ′)|f ′ is a filtration with f ′(1) = p in |X|},

Example 0.0.5. Geometric invariant theory (GIT) is the special case of our
theory in which X = X/G is a quotient stack for the action of a reductive
group G on a scheme X that is projective over its affinization. In this
context, the notion of a numerical invariant generalizes the normalized
Hilbert-Mumford numerical invariant [MFK, Chap. 2.2]. The function µγ(x)
associated to a homomorphism with finite kernel γ : (Gn

m)k → AutX(p) =
StabG(p) has the form `(x)/

√
b(x), where `(x) is a linear function on Rn and

b(x) is a positive definite rational quadratic form. ` is the character of the
action of (Gn

m)k on the fiber Lp of some G-ample line bundle on X, and b
comes from a choice of Weyl-invariant inner product on the coweight lattice of
G. The HN filtration of an unstable point corresponds to Kempf’s optimally
destabilizing one-parameter-subgroup [K1], and the Θ-stratifications that
we construct agree with the Hesselink-Kempf-Kirwan-Ness stratification
[NM,K2,H2]. See Example 4.1.17 and Definition 4.1.14.

Given a numerical invariant µ on a stack X, one can ask if it defines a
(weak) Θ-stratification on X. By this we mean there is a Θ-stratification of
X such that the canonical filtration f of any unstable point p ∈ |X| is an HN
filtration, and the HN filtration is unique up to rescaling, i.e., precomposing
f : Θk → X with a ramified covering (−)n : Θk → Θk for n > 0.

Our first main result pertains to numerical invariants satisfying two hy-
potheses:

We say that µ is standard if 1) µγ(x) and µγ(−x) can not both be positive,
and 2) each function µγ is strictly quasi-concave in the sense that for any
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t ∈ (0, 1) and any linearly independent pair x0, x1 ∈ Rn \ {0} such that
µγ(xi) ≥ 0 for i = 0, 1,

µγ(tx0 + (1− t)x1) ≥ max{µγ(x0), µγ(x1)},

with strict inequality if either µγ(x0) > 0 or µγ(x1) > 0.
We say that µ satisfies condition (R) if for any γ for which µγ attains a

positive value, the µγ obtains a maximum at a rational point. In practice,
this is straightforward to verify when it holds. The numerical invariants of
Example 0.0.5 are standard and satisfy condition (R).

Theorem A (Theorem 4.5.1). Let X→ B be a stack satisfying (††) over a
locally noetherian base stack B, and let µ be a standard numerical invariant
on X satisfying (R). Then µ defines a weak Θ-stratification if and only if it
satisfies the following:

(S) HN-Specialization: Let R be a discrete valuation ring essentially
of finite type over the base, with fraction field K and residue field k.
Let ξ : Spec(R)→ X be a map whose generic point is unstable, and
let fK be a HN filtration of ξK . Then one has

µ(fK) ≤ sup
{
µ(f ′)

∣∣∣f ′ is a filtration of ξ|Spec(k)
}
,

and when equality holds there is an extension of valuation rings
R′ ⊃ R with fraction field K ′ such that fK |K′ extends to a filtration
fR′ of ξR′.

(B) HN-Boundedness: For any map from a finite type affine scheme
ξ : T → X, ∃ a quasi-compact substack X′ ⊂ X such that ∀ finite type
points p ∈ T (k) and a filtration f of ξ(p) for which µ(f) > 0, there is
another filtration f ′ of ξ(p) with µ(f ′) ≥ µ(f) and whose associated
graded point f ′(0) lies in X′.

Condition (B) holds automatically if the stack X is quasi-compact, but
for non-quasi-compact algebraic stacks this condition can be quite subtle.
On the other hand, condition (S) holds automatically if the stack X has the
property that any filtration of ξK extends uniquely to a filtration of ξ over
R. We call such a stack Θ-reductive (Definition 5.1.1).

0.1. Codimension-two filling conditions. Many stacks in nature are not
Θ-reductive, so we will introduce another condition that guarantees that (S)
holds, the condition that µ is “strictly Θ-monotone” (Definition 5.2.1). Any
numerical invariant on a Θ-reductive stack is Θ-monotone, and the numerical
invariants of Example 0.0.5 are Θ-monotone.

Roughly speaking, µ is (strictly) Θ-monotone if given any DVR R and a
Gm-equivariant map f : A1

R \ {(0, 0)} → X, there is a proper birational Gm-
equivariant morphism Σ→ A1

R which is an isomorphism over A1
R \ {(0, 0)}

and an extension of f to a Gm-equivariant map Σ→ X such that the value
of µ on the Gm-fixed points of Σ is (strictly) monotone increasing.
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We also discuss a closely related notion of (strict) S-monotonicity (Defini-
tion 5.5.7) which combined with Θ-monotonicity can be used to establish
the existence of a good moduli space for the semistable locus. These two
monotonicity conditions are independent, but in practice the same methods
can often be used to verify both conditions.

The monotonicity conditions lead to two theorems, which are the most
directly applicable version of our results. Here we state a simplified combined
version, and refer the reader to the full statements below for slightly stronger
results.

Theorem B (Intrinsic GIT, Theorem 5.5.10). Let X→ B be an algebraic
stack satisfying (††) over a locally noetherian base stack B, and let µ be a
numerical invariant on X that is standard and satisfies (R).

(1) If µ is strictly Θ-monotone, then it defines a weak Θ-stratification if
and only if it satisfies condition (B) above. If X has characteristic 0,
then this is a Θ-stratification. (Theorem 5.2.3)

(2) If furthermore B has characteristic 0, µ is strictly S-monotone,
X → B has affine diagonal, Xss is quasi-compact, and for any γ,
µγ(x) > 0 if and only if µγ(−x) < 0, then Xss has a separated good
moduli space of finite type over the base. The moduli space is proper if
X satisfies the existence part of the valuative criterion for properness
and the Θ-stratification of X is well-ordered. (Theorem 5.5.8)

This result suggests a general program for analyzing a moduli problem,
illustrated in Figure 1.

0.2. Foundations of the theory. In Section 1 we discuss properties of the
stack of filtered points of an algebraic stack X, which we denote Filt(X). In
Section 2 we define the notion of a (weak) Θ-stratification. This amounts
to specifying an open substack of Filt(X) whose points have properties
analogous to Harder-Narasimhan filtrations in Example 0.0.1. The data
of the stratification is encoded completely by a collection of irreducible
components of Filt(X) along with an ordering of those components.

Our first main result, whose proof is relatively straightforward, is The-
orem 2.2.2. It establishes a list of five necessary and sufficient conditions
for an ordered collection of irreducible components of Filt(X) to define a
Θ-stratification. Theorem A and part (1) of Theorem B amount to showing
that some of the necessary and sufficient conditions of Theorem 2.2.2 hold
automatically when the irreducible components of Filt(X) are chosen to
contain maximizers of a numerical invariant.

The theory of numerical invariants, and many of the ideas leading to our
main results, is based on a new combinatorial object, studied in Section 3.
We call it the degeneration fan, DF(X, p)•, of a point p in a stack X, see
Definition 3.2.2. We study this object in, and we believe it is of independent
interest. For instance, a normal toric variety X is encoded by a fan in the
space of cocharacters of the torus T acting on X, and DF(X/T, p)• encodes
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Identify moduli
problem of interest.

Represent it by an
algebraic stack X.

Identify numerical
invariant µ on X that
satisfies condition (R).

µ satisfies
strict Θ/S-

monotonicity?

Modify the al-
gebraic stack X.

µ satisfies HN
boundedness?

Automatic
if X is Θ-
reductive/S-
complete.

Automatic
if X is
bounded.

Main theorem:
(1) µ defines a Θ-stratification of X,
(2) Xss admits a separated good moduli

space if it is bounded, and
(3) the moduli space is proper if X satis-

fies the existence part of the valuative
criterion for properness.

yes

yes

no

no

Figure 1. Flow chart for analyzing a moduli problem in
algebraic geometry. The conclusion of the main theorem is
stated over a field of characteristic 0, for simplicity.
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this fan. More generally, DF(X, p)• plays the same role in our theory that
the spherical building plays in geometric invariant theory [MFK, Chap. 2].

0.3. Summary of contents. In Thomason’s terminology (see [T3, Intro-
duction]) the “thrill seaker" might want to look at the list of key terms at
the end of the introduction and then skip immediately to the statements of
the main theorems:

• First and second characterization theorems for Θ-stratifications, The-
orem 2.2.2 and Theorem 4.5.1,
• Existence of Θ-stratifications for strictly Θ-monotone numerical in-
variants, Theorem 5.1.9,
• Existence of good moduli spaces, Theorem 5.5.8,
• The “Recognition Theorem” for HN filtrations, Theorem 5.4.4,
• The “Perturbation Theorem” for filtrations, Theorem 3.5.3.

As mentioned above, sections 1 through 3 are mostly foundational, sections
4 and 5 are the conceptual core of the paper, and section 6 contains a
completely worked example, that of Bridgeland stability on a projective
scheme over an arbitrary field (See ??). We refer the reader to the beginning
of each section for a more detailed summary of the contents.

0.4. Applications. Our main application in this paper, is to construct Θ-
stratifications for moduli of objects in abelian categories in Section 6. Since
the original version of this paper appeared, the theory of Θ-stratifications
has seen several other applications, such as the proof of properness of the
moduli space of K-semistable klt Fano varieties [BHLLX], the proof of the
D-equivalence conjecture for Calabi-Yau manifolds that are birationally
equivalent to a moduli space of sheaves on a K3-surface [HL2], and the
virtual non-abelian localization formula [HL1].

We complete the introduction with a discussion of some of the general
uses and motivations for studying Θ-stratifications, beyond the specific
applications listed above.

Comparing the geometry of X with that of Xss:

Atiyah & Bott [AB] used the Harder-Narasimhan stratification to derive
explicit formulas for the Betti numbers of the stack Mss of semistable G-
bundles on a Riemann surface. A closely related phenomenon appears in
Teleman & Woodward’s proof [TW] of a vast generalization of the Verlinde
formula for the dimension of the sheaf cohomology of certain tautological
vector bundles on Mss – cohomology is first computed on the stack of all
bundles, and the HN stratification is used to compare the cohomology on
the stack with the cohomology on the semistable locus.

Likewise for a smooth projective variety X over C with an action of a
reductive group G, Kirwan [K2] used the stratification of the unstable locus
to derived explicit formulas for the Betti numbers of Xss/G. The theme in
all of these examples is that sometimes the geometry of the stack X is simpler
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than the geometry of the semistable locus Xss ⊂ X, and the presence of a
Θ-stratification allows one to make precise comparisons between the two.

Variation of stability and wall-crossing:

Numerical invariants typically depend on a rational cohomology class
` ∈ H2(X;Q) (see Definition 4.1.14). Classically, the theory of variation
of GIT quotient [DH,T2] studies how the semistable locus Xss varies as `
changes when X = X/G is a quotient stack, and we formulate and prove an
intrinsic version in Theorem 5.6.1. The Θ-stratification of the unstable locus
is useful, because unstable points become semistable only when the value of
the numerical invariant on one of the strata tends to 0. The stratification
also allows one to compare the geometry of Xss for different values of `.

We expect many interesting examples of variation of Θ-stratification
to arise via the following meta-principle: Whenever one has a birational
isomorphism of algebraic spaces M1 99KM2, if M1 and M2 are good moduli
spaces for algebraic stacks X1 and X2 parameterizing objects of geometric
interest, then there should be a third stack X which is Θ-reductive and also
parameterizes objects of geometric interest, in which Xi ⊂ X, i = 1, 2 is the
open substack of semistable points for two different numerical invariants
µi, i = 1, 2.

In this case the Θ-stratifications induced by µi would allow one to compare
the geometry of X1 and X2. Ideally X also has a good moduli space X→M ,
and the resulting maps M1 → M ← M2 are projective and birational. It
would be interesting, for example, to apply this perspective to the modular
approach to the log minimial model program for the moduli of curves [FS].

0.5. Context. We will typically denote stacks with fraktur font (X,Y, etc.),
with the assumption of our fixed base stack, which we denote B. All of our
stacks X will be stacks on the big étale site of affine schemes over B, or
equivalently stacks X on the big étale site of affine schemes with a fixed map
X→ B. We will denote the quotient stack for a group G acting on a space
X as X/G. Although we will often not mention this explicitly, all conditions
on X will be relative to B. For instance, we might omit B from discussions of
the inertia of X, which is first projection morphism IX/B := X×X×BXX→ X.
If S is a B-scheme, we will use the notation XS to denote the S-stack S×BX.

We will often make the following technical hypotheses on X, whose main
use is to guarantee that the stack of filtered objects is algebraic (see Propo-
sition 1.1.2). The condition holds, for example, if X admits a Zariski open
cover by stacks of the form X/G where X is a quasi-separated, quasi-compact
algebraic space and G is a smooth affine group scheme.

(†) B is a quasi-separated algebraic stack, and X→ B is a morphism of
algebraic stacks that is locally of finite presentation, quasi-separated,
and such that points of X have affine automorphism groups in their
fiber over B.
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We will sometimes refer to the following stronger hypotheses, which
guarantee that filtrations in X have no automorphisms that act trivially on
the underlying point of X (see Proposition 1.1.13).

(††) (†) holds, and the relative inertia morphism IX/B = X×X×BX X→ X
is separated.

0.6. Author’s note. This project began as the third chapter of my PhD
thesis, which contained much weaker versions of many of the results here. As
I came to understand the relative ubiquity of examples of Θ-stratifications
which are already studied in algebraic geometry, I began to appreciate the
value of a text which would introduce a general notion and attempt to present
an authoritative treatment of these structures in moduli problems. This has
led me to expand, strengthen, and rewrite this paper several times over the
intervening years.

As a result, I owe a large debt to the many formal and informal mentors
I have had over this time: Constantin Teleman, Andrei Okounkov, Davesh
Maulik, Johan de Jong, and Michael Thaddeus. This work has benefitted
from useful conversations with many other researchers: Jarod Alper, Arend
Bayer, Gergely Bérczi, Tristan Collins, Brian Conrad, Anand Deopurkar,
Galyna Dobrovolska, Maksym Fedorchuk, Simion Filip, Joshua Jackson,
Frances Kirwan, Sándor Kovács, Jochen Heinloth, Victoria Hoskins, Jacob
Lurie, Johan Martens , Ian Morrison, Yuji Odaka, Martin Olsson, Alexander
Polishchuk, Simon Schieder, Carlos Simpson, Pablo Solis, David Swinarski,
Richard Thomas, Yukinobu Toda, Roman Travkin, Xiaowei Wang, Chris
Woodward, and Chenyang Xu.

This work was partially supported by NSF grants DMS-1601967 and
DMS-1303960 (MSPRF). I would like to thank Columbia University, the
Institute for Advanced Study, Cornell University, and the Mathematical
Sciences Research Institute for providing the stimulating environments in
which I completed this work.
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stack of graded objects (Grad(X))
The stack parameterizing algebraic families of maps BGm → X. 15

stack of filtered objects (Filt(X))
The stack parameterizing algebraic families of maps Θ→ X. 18

flag space (Flag(ξ))
An algebraic space parameterizing algebraic families of filtrations
of a given point ξ : Spec(R)→ X. It typically has many connected
components. 19
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A structure analogous to the fans studied in toric geometry, except
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rational polyhedral subcones rather than just faces. The definition
is analogous to that of a semisimplicial set. 53
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degeneration fan (DF(X, p) or DF(p) for p ∈ X(k))
Formal fan which encodes all possible filtrations of an object in a
moduli problem. 65

degeneration space (Deg(X, p) or Deg(p) for p ∈ X(k))
A topological space parameterizing filtrations of a given point in a
moduli problem. It is the “projective geometric realization" of the
degeneration fan. 65

component fan (CF(X))
Formal fan which encodes filtered objects in a stack X up to algebraic
equivalence, meaning two filtrations are equivalent if they occur as
points in an algebraic family of filtrations over a connected base
scheme. 88, 111

component space (C omp(X))
A topological space parameterizing filtered objects in a moduli
problem X up to algebraic equivalence. It is the projective geometric
realization of the component fan. 88

numerical invariant (µ : U→ R with U ⊂ C omp(X))
The data provided for a stack X which allows one to formulate
the question of existence and uniqueness of Harder-Narasimhan
filtrations. 96, 99, 103, 108, 128, 130

standard numerical invariant
A numerical invariant which satisfies several additional hypotheses
which are useful in practice and hold for the numerical invariants
arising in GIT. 99, 105, 113

1. Filtrations

In this section we lay the foundational framework for the theory of stability
in an algebraic stack X. As mentioned in the introduction, the quotient stack
Θ := A1/Gm plays a key role. Motivated by concept of the Rees module
associated to a filtered vector space (discussed in Example 0.0.2 and recalled
in Proposition 1.0.1 below), we interpret a map f : Θ→ X as a “filtration”
of the point f(1) ∈ X. Similarly, a graded point of X is a map (BGm)k → X.

This leads us to define an algebraic stack Filt(X) := Map(Θ,X) parame-
terizing families of filtered points of X, and an algebraic stack Grad(X) :=
Map(pt/Gm,X) parameterizing families of graded points of X (Proposi-
tion 1.1.2). These are related via several universal maps:

For any scheme T and map ξ : T → X, we also define (Definition 1.1.15) an
algebraic space Flag(ξ) over T , the generalized flag space, that parameterizes
families of filtrations of the point ξ. Formally, Flag(ξ) is the fiber of ev1 over
ξ : T → X.

This section establishes the basic properties of these objects. For instance,
we study a natural action of the monoid N× acts on the stack Filt(X), we
give an explicit description of Grad(X) and Filt(X) when X = X/G is a
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Grad(X)

u

��

σ
33
Filt(X)groo

ev1
**

ev0

44 X (1)

Figure 2. Summary of important maps from the stack
of graded and filtered points of X. They are:

ev1: “forgetting the filtration” map restricts a filtration
Θk → X to the point {1} ∈ Θk.

σ: “split filtration” map pulls back a graded
point pt/(Gm)k → X along the projection
Θk → pt/(Gm)k.

gr: “associated graded" map restricts a filtra-
tion f : Θk → X to the closed substack
{0}/(Gm)k ↪→ Θk. gr ◦σ ' idGrad(X), and gr is an
algebraic deformation retract (Lemma 1.3.8).

ev0: “associated graded” map assigns a filtration
f : Θk → X to f(0) without its Gm-action;
u ◦ gr ' ev0 canonically.

u: “forgetful” map restricts a map pt/(Gm)k → X
along the map pt → pt/(Gm)k; u ' ev1 ◦σ '
ev0 ◦σ canonically.

quotient stack (Theorem 1.4.7), and we show that Flag(ξ) is separated if X
has affine diagonal (Proposition 1.1.13).

1.0.1. Motivating example. Maps S×Θ→ BGLN classify locally free sheaves
on S ×Θ. Recall the Rees construction:

Proposition 1.0.1. Let S be a scheme. The category of quasicoherent
sheaves on S ×Θ is equivalent to the category of diagrams of quasicoherent
sheaves on S of the form · · · → Fi → Fi−1 → · · · .

Proof. Using descent one sees that quasicoherent sheaves on S ×Θ are the
same as graded OS [t] modules, where t has degree −1. The equivalence
assigns a diagram · · · → Fi → Fi−1 → · · · to the module

⊕
Fi with Fi in

degree i with the maps Fi → Fi−1 corresponding to multiplication by t. �

Under this equivalence, locally free sheaves on S × Θ correspond to
diagrams such that each Fi is locally free on S, Fi → Fi−1 is injective and
gri(F•) = Fi/Fi+1 is locally free for each i, Fi stabilizes for i � 0, and
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Fi = 0 for i � 0. In other words GLN bundles on S × Θ correspond to
locally free sheaves with decreasing, weighted filtrations, and the shape of
this filtration must be constant along connected schemes.

1.1. Graded objects, filtered objects, and flag spaces. Given two
stacks X and Y over a site, one can form the mapping stack Map(Y,X) as
the presheaf of groupoids

Map(Y,X) : T 7→ Map(Y× T,X), (2)

where Map denotes groupoid of 1-morphisms between stacks. If Y = Θ :=
A1/Gm and X is an algebraic stack, then one can apply smooth descent [V]
to describe Map(Θ,X) more explicitly. We consider the first three levels of
the simplicial scheme determined by the action of Gm on A1 × T

Gm ×Gm × A1 × T
µ //
σ //
a
// Gm × A1 × T

σ //
a
// A1 × T (3)

Where µ denotes group multiplication, σ denotes the action of Gm on A1,
and a forgets the leftmost group element. Then the category Map(Θ,X)(T )
has

• objects: η ∈ X(A1 × T ) along with a morphism φ : a∗η → σ∗η
satisfying the cocycle condition σ∗φ ◦ a∗φ = µ∗φ
• morphisms: f : η1 → η2 such that φ2 ◦ a∗(f) = σ∗(f) ◦ φ1 : a∗η1 →
σ∗η2

Informally, if X(T ) is the groupoid of T -families of geometric objects of a
certain kind, then Map(Θ,X)(T ) is the groupoid of Gm-equivariant families
over A1 × T .

As with any mapping stack, one has a universal evaluation 1-morphism

ev : Θ×Map(Θ,X)→ X. (4)

Θ has two canonical B-points, the generic point corresponding to 1 ∈ A1

and the special point 0 ∈ A1, and the restriction to the open (respectively
closed) substack {1} ⊂ Θ (respectively {0}/Gm ↪→ Θ) define the maps ev1
(respectively gr) of Equation (1). More generally, we consider the B-point of
Θn determined by (1, . . . , 1) ∈ An, and the map {0}/Gn

m → Θn determined
by the point (0, . . . , 0) ∈ An. We denote the resulting restriction maps
ev1 : Map(Θn,X)→ X and gr : Map(Θn,X)→ Map(pt/Gn

m,X) as well.
Note that in our context we implicitly work relative to B, so all test

schemes S are B-schemes, A1 and Gm refer to A1
B and (Gm)B unless otherwise

specified, and the mapping stack is formed relative to B. Concretely, a T -
point of Map(Θn,X) is a map of stacks Θn

T → X along with a factorization
of the composition Θn

T → B through the projection Θn
T → T . If B is a quasi-

separated algebraic stack, then any factorization of a morphism Θn
T → B

through Θn
T → T is unique up to unique isomorphism, so the factorization

is a condition rather than additional data. This follows from the universal
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property of good moduli space morphisms [AHR2, Thm. 17.2], applied to
the good moduli space morphism Θn

T → T .
The formation of mapping stacks behaves well with respect to base change,

so we note the following purely formal observation:

Lemma 1.1.1. Let T be an algebraic stack over B, and let S be a T -
scheme. The groupoid of S-points of Map

T
(Θn

T ,XT ) is canonically equiv-
alent to the groupoid of maps Θn

S → X relative to B, and likewise for
Map

T
((pt/Gn

m)T ,XT ). This gives canonical equivalences of T -stacks

Map
T

(Θn
T ,XT ) ' Map(Θn,X)×B T

Map
T

((pt/Gn
m)T ,XT ) ' Map(pt/Gn

m,X)×B T
. (5)

Furthermore this equivalence identifies the canonical evaluation map Θn
T ×T

Map
T

(Θn
T ,XT )→ XT with the base change of (4), and likewise for the maps

gr, ev1, and σ appearing in (1).

The mapping stack Map(A1,X) is rarely algebraic, because A1 is not
proper. Hence, it is not obvious from the description of Map(Θ,X) in terms
of descent data that the latter is algebraic, but Gm-equivariance fixes this
non-compactness issue.

Proposition 1.1.2. Let X→ B satisfy (†). Then for any n ≥ 1, Map(Θn,X)
and Map(pt/Gn

m,X) are algebraic stacks, locally of finite presentation and
quasi-separated over B. If X → B has affine (resp. quasi-affine, resp.
separated) diagonal then so do Map(Θn,X) and Map(pt/Gn

m,X).

Proof. The definition of the mapping stack commutes with base change along
any morphism B′ → B, so it suffices to prove the claim when B = Spec(R)
is affine. The stacks pt/Gn

m and Θn are cohomologically projective and flat
over B, so this is an immediate application of [HP, Thm. 5.1.1] when X→ B
has quasi-affine diagonal. The more general version stated here is based on
[AHR2, Thm. 14.9], which implies that because Θn

B → B and (BGm)nB → B
are flat good moduli space morphisms, Map(Θn,X) is an algebraic stack
locally of finite presentation and with quasi-separated diagonal over B, and
that it has affine/quasi-affine/separated diagonal whenever X→ B does.

We claim, in addition, that Map(Θn,X)→ B has quasi-compact diagonal,
hence is quasi-separated. This ammounts to the claim that for any two
maps from an affine scheme ξ1, ξ2 : T → Map(Θn,X) the T -space classifying
isomorphisms IsomMap(Θn,X)(ξ1, ξ2) is quasi-compact. Say f1, f2 : Θn

T → X

are the maps classified by ξ1 and ξ2. IsomX(f1, f2) corresponds to a quasi-
separated and quasi-compact algebraic space X with a (Gn

m)T -action along
with an equivariant map X → AnT , and IsomMap(Θn,X)(ξ1, ξ2) is the Weil
restriction of X/Gn

m → Θn
T along the projection ΘT → T . So, we have a
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cartesian diagram

IsomMap(Θn,X)(ξ1, ξ2) //

��

Map
T

(Θn
T , X/Gn

m)

��
T

id // Map
T

(Θn
T ,Θn

T )

.

The stack X/Gn
m has quasi-affine diagonal because X is quasi-separated

[S2, Tag 02LR], so we already know the theorem for Map
T

(Θn
T , X/Gn

m). In
fact, we will see in the proof of Theorem 1.4.7 below that

Map(Θn, X/Gn
m) =

⊔
ψ:Gnm→Gnm

Xψ,+/Gn
m,

where the ψ are group homomorphisms, Xψ,+ is the algebraic space rep-
resenting the functor of Gn

m-equivariant maps An → X for the action of
Gn
m on X via ψ (see Proposition 1.4.1). Each space Xψ,+ admits a quasi-

compact morphism to the closed algebraic space Xψ,0 ↪→ X corresponding
to the ψ(Gn

m)-fixed locus, and hence is quasi-compact. Applying this to the
cartesian square above, we see that IsomMap(Θn,X)(ξ1, ξ2) is the fiber over
(1, . . . , 1) : T → AnT of the projection X id,+ → AnT = (AnT )id,+, hence it is
quasi-compact. The proof that Map(pt/Gn

m,X) has quasi-compact diagonal
is similar, so we omit it.

�

We will be using these mapping stacks so often that we introduce more
concise and intuitive notation.

1.1.1. The stack of graded objects.

Example 1.1.3. Assume that B is a scheme, and let X be a projective
scheme over B. Let X denote the stack of flat families of coherent sheaves
on X. Then Map(pt/Gn

m,X) parameterizes flat families of graded coherent
sheaves, graded by the abelian group Zn.

Motivated by this example, we make the following

Definition 1.1.4. Given a B-stack T , we define the stack of Zn-graded
objects of X over T to be

GradnT (X) := Map(pt/Gn
m,X)×B T ' Map

T
((pt/Gn

m)T ,XT ).
We simplify notation by writing Gradn for GradnB.

There is a canonical “forgetful" map u : Gradn(X) = Map(pt/Gn
m,X)→ X

which restricts along the map B → (pt/Gm)B. Concretely for any B-scheme
S this assigns a map S × pt/Gm → X to its restriction ξ : S → X. In
fact, lifting an S point ξ ∈ X(S) along the map u is equivalent to giving a
homomorphism from Gn

m to the automorphism group
AutX/B(ξ) := ker(AutX(ξ)→ AutB(π(ξ))),

https://stacks.math.columbia.edu/tag/02LR
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where π : X→ B is the structure map. More precisely we have

Lemma 1.1.5. For any B-scheme S and any S-point ξ : S → X the following
diagram is cartesian

HomS−gp((Gn
m)S ,AutX/B(ξ)) //

��

Map(pt/Gn
m,X)

restriction along B→(pt/Gnm)B
��

S
ξ // X

.

Where AutX/B(ξ) denotes the sheaf of groups on S which assigns to any
map U → S the group AutX/B(ξ|U ). In particular if X satisfies (†), then the
vertical maps are representable by algebraic spaces.

Proof. It suffices to show the non-sheafified version of the claim for any
S-scheme T . This is basically a formal consequence of the description of
the groupoid MapB((pt/Gn

m)T ,X) via descent. This groupoid is canoni-
cally equivalent to the groupoid of maps ξ : T → X relative to B along
with an automorphism of the composition (Gn

m)T → T → X relative to B
satsifying a cocycle condition. The data of an automorphism of the map
(Gn

m)T → T → X relative to B is equivalent to specifying a section of the pull-
back of the T -sheaf AutX/B(ξ) along (Gn

m)T → T , which in turn is equivalent
to a map of sheaves of sets (Gn

m)T → AutX/B(ξ) over T . The cocycle condition
translates to the condition that this map of sheaves respects the group struc-
ture. Thus we see that MapB((pt/Gn

m)T ,X) is equivalent to the groupoid
consisting of a pairs (ξ : T → X/B, φ ∈ HomT−gp((Gn

m)T ,AutX/B(ξ)))
and isomrophisms (ξ1, φ1) ' (ξ2, φ2) are isomorphisms η : ξ1 ' ξ2 rela-
tive to B for which the induced bijection HomT−gp((Gn

m)T ,AutX/B(ξ1)) '
HomT−gp((Gn

m)T ,AutX/B(ξ2)) maps φ1 7→ φ2. �

Remark 1.1.6. There are general existence theorems for schemes repre-
senting the functor HomS−gp(Gn

m, G) for an S group scheme G, but they
typically require G to be flat. Lemma 1.1.5 extends these results to any
G which is étale locally modeled on the inertia IX/B → X for some stack
satisfying (†).

Let IX/B := X ×X×BX X denote the inertia stack of X relative to B. It
is a group scheme over X whose R points are ξ ∈ X(R) along with an
automorphism in AutX/B(ξ). The previous lemma can be interpreted as
providing a canonical equivalence of stacks over X

Gradn(X) ' Homgp((Gn
m)X, IX/B),

where the latter denotes the Hom sheaf between group sheaves over X.

Corollary 1.1.7. Let φ : X→ Y be a map of stacks such that the canonical
map on inertia groups fits into a short exact sequence of group sheaves over
X

{1} → IX/B → X×Y IY/B → Q→ {1},
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where the fibers of Q over any field-valued point of X are representable and
quasi-finite. Then the canonical map

Gradn(X)→ X×Y Gradn(Y)

induces an equivalence of groupoids of k-points for any field k over B. Fur-
thermore, if either Q = {1} (i.e. φ is inertia preserving), or X and Y satisfy
(†) and φ is representable and étale, then Gradn(X)→ X×Y Gradn(Y) is an
isomorphism of stacks.

Proof. This follows from Lemma 1.1.5 and the fact that the Hom sheaf be-
tween group schemes commutes with pullback, so φ−1(Hom((Gn

m)Y, IY/B)) '
Hom((Gn

m)X, IX/B). The claim when X and Y satisfy (†) and φ is repre-
sentable and étale follows from the observation that Gradn(X) → X ×Y

Gradn(Y) is a universally bijective map of algebraic stacks which induces an
isomorphism on tangent complexes by Proposition 1.3.1(4). �

Applying the previous corollary gives

Corollary 1.1.8. If X→ Y is a closed immersion (resp. surjective closed im-
mersion, resp. open immersion) relative to B, then so is the map Gradn(X)→
Gradn(Y).

We can apply this as well to establish a base change result.

Corollary 1.1.9. Let X be a stack over an algebraic base stack B and
consider a map Spec(R)→ B. Then the canonical maps define equivalences

Gradn(XR) ' Spec(R)×B Gradn(X) ' MapSpec(R)((pt/Gm)n,XR),

where the stack of graded objects is formed relative to B.

Proof. The second equivalence is Lemma 1.1.1. For the first equivalence,
consider the composition XR → Spec(R) → B. This leads to a left-exact
sequence of relative inertia group sheaves over X

{1} → IXR/ Spec(R) → IXR/B → π−1(ISpec(R)/B),

where π : XR → Spec(R) is the projection. ISpec(R)/B = {1} because
Spec(R) → B is representable, and it follows that IXR/R → IXR/B is an
equivalence. On the other hand if p : XR → X is the projection, then the
composition IXR/R → IXR/B → p−1(IX/B) is an equivalence, and it follows
that XR → X is inertia preserving relative to B. We can therefore apply
Corollary 1.1.7. �

A closely related observation is the following:

Corollary 1.1.10. Let X be a stack over a base stack B. Let B′ → B be a
map of stacks with trivial relative inertia IB′/B = {1}, and let X′ = X ×B
B′. Then the natural map Map

B′
((pt/Gm)n,X′)→ Map

B
((pt/Gm)n,X′) as

stacks over X′ is an equivalence.
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Proof. Under Lemma 1.1.5, we can identify this map of stacks with the map

Homgp((Gn
m)X′ , IX′/B′)→ Homgp((Gn

m)X′ , IX′/B)

of group sheaves over X′. The argument of Corollary 1.1.9 shows that
IX′/B′ → IX′/B is an isomorphism, so the map above is an isomorphism. �

1.1.2. The stack of filtered objects.

Definition 1.1.11. Given a B-stack T , we define the stack of Zn-filtered
objects of X over T to be

FiltnT (X) := Map(Θn,X)×B T ' Map
T

(Θn
T ,XT ),

We simplify notation by writing Filtn for FiltnB, and we say that a point of
Filtn(X), a filtered point of X, is split if it lies in the image of σ : Gradn(X)→
Filtn(X).

Example 1.1.12. Continuing Example 1.1.3, we will see in ?? that Map(Θn,X)
parameterizes flat families of coherent sheaves along with a flat family of
filtrations indexed by the partially ordered abelian group Zn. The map
ev1 : Map(Θn,X)→ X is the map which forgets the filtration, and the map
gr : Map(Θn,X) → Map(pt/Gn

m,X) maps a flat family of filtered coherent
sheaves to its associated graded family of coherent sheaves. The map σ is
the canonical map regarding a graded coherent sheaf as a filtered coherent
sheaf, where the filtered pieces are E≥w =

⊕
i≥w Ei.

1.1.3. Flag spaces. Finally, we can define an analog of the classical flag
scheme for general moduli problems, using the following:

Proposition 1.1.13. If X satisfies (††), then the morphism ev1 : Map(Θn,X)→
X is representable by algebraic spaces, locally of finite presentation, and quasi-
separated. Furthermore:

(1) If X→ B has quasi-affine (resp. separated) diagonal, then the same
is true for ev1; and

(2) If X→ B has affine diagonal, then ev1 is separated.

Proof. Proposition 1.1.2 implies that ev1 is relatively representable by al-
gebraic stacks, locally of finite presentation, and quasi-separated. To show
that ev1 is representable by algebraic spaces, it thus suffices to show that
Map(Θn,X) is a category fibered in sets over X.

Let S be a B-scheme and let f : Θn
S → X be a morphism, an element

of Map(Θn,X)(S). Then Aut(f) is equivalent to the group of sections of
Y := Θn

S ×X×XX→ Θn
S , where Θn

S → X×X in this fiber product is classified
by (f, f) and X→ X× X is the diagonal. ev1(f) ∈ X(S) is the restriction of
f to {1} × S, and automorphisms of f which induce the identity on ev1(f)
correspond to those sections ofY→ Θn

S which agree with identity on the open
substack (A1−{0})n×S/Gn

m ⊂ Θn
S . By hypothesis Y→ Θn is representable

by separated algebraic spaces, so a section is uniquely determined by its
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restriction to (A1 − {0})n × S. Hence Aut(f) → AutX(ev1(f)) has trivial
kernel.

Proposition 1.1.2 also implies the stronger conclusions about the diagonal
in (1), and when X→ B has affine diagonal, then so does ev1.

We now prove (2). For any n ≥ 1, we use the identity Filtn(X) '
Filt(Filtn−1(X)) to obtain a sequence of maps

Filtn(X) ev1−−→ Filtn−1(X) ev1−−→ · · · ev1−−→ Filt(X) ev1−−→ X,

and we have already shown that each is representable by locally finitely
presented algebraic spaces with affine diagonal. It therefore suffices to verify
that ev1 : Filt(X)→ X satisfies the valuative criterion for separatedness with
respect to all discrete valuation rings R.

Let R be a discrete valuation ring over B, and consider two morphisms
f1, f2 : ΘR → X. We must show that any isomorphism f1|U ' f2|U, where
U ⊂ ΘR is the open compliment of the unique codimension 2 point, extends
uniquely to an isomorphism f1 ' f2. By hypothesis the sheaf of isomorphisms
Isom(f1, f2) is representable by an algebraic stack I that is affine over ΘR,
and we must show that any section over U ⊂ ΘR extends uniquely to a
section over ΘR. It suffices to do this after base change along the morphism
A1
R → ΘR, after which one has an affine morphism π : I → A1

R, and a section
of π over the open subset U := A1

R \ {(0, 0)}. This section must extend
uniquely because A1

R is the affinization of U , and I is affine. �

Remark 1.1.14. The fact that for any B-scheme S the fiber of ev1 over an
S point of X is equivalent to a set does not depend on the representability of
Map(Θn,X) or even the representability of X. It only relies on the fact that
the inertia stack IX/B → X is representable by separated algebraic spaces.

Definition 1.1.15. Given a map ξ : T → X over B, we define the Zn-flag
space of ξ to be

Flagn(ξ) := Map(Θn,X)×ev1,X,ξ T ' FiltnT (X)×ev1,XT ,ξT T.

When n = 1 we drop “n" from the notation and we drop “Zn-” from the
terminology.

Under the hypotheses of Proposition 1.1.13, Flagn(ξ) is an algebraic space
locally of finite presentation and quasi-separated over T , and it is separated
if X→ B has affine diagonal.

Example 1.1.16. Continuing Example 1.1.12, if ξ : T → X parameterizes
a T -flat coherent sheaf E on T × X, then Flag(ξ) consists of countably
many connected components. Each component is isomorphic to a classical
flag scheme parameterizing T -flat filtrations of E whose associated graded
coherent sheaves have specified Hilbert polynomials. Each flag scheme of
this kind, however, appears infinitely many times in Flag(ξ), corresponding
to all of the ways to assign integer weights to the associated graded pieces.
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1.2. Deformation theory and the spectral mapping stack. We will
often consider the deformation theory of the stacks Map(pt/Gn

m,X) and
Map(Θn,X), but the easiest way to access that will be to use a bit of spectral
algebraic geometry. Spectral algebraic geometry will not play a very central
role, so in this section we will simply summarize the short list of results we
will need and provide references to thorough treatments of the subject. We
suggest the reader skip this section on a first reading of this paper.

In the context of spectral algebraic geometry, we will consider stacks as
sheaves of spaces over the ∞-category CAlgcn of connective E∞-algebras
with its étale topology [L2, Section 7.5]. We say that X : CAlgcn → S is a
1-stack if for any A ∈ CAlgcn with π0(A) ' A, the space X(A) is 1-truncated,
i.e. weakly equivalent to the classifying space of a groupoid. For any 1-stack
X, we define the underlying classical stack Xcl as the restriction of X to
the category of classical rings Ring ⊂ CAlgcn. On the other hand given a
classical stack X, we can define Xsp to be the left Kan extension of X along
this same inclusion, and refer to this as the stack X regarded as a spectral
stack.

More concretely if X is an algebraic classical stack, then one can choose a
simplicial scheme U• presenting X such that Un = Spec(Rn) is affine for every
n, and Xsp is the spectral stack which is the colimit of the simplicial spectral
scheme U sp

• obtained by regarding each Rn ∈ Ring as an E∞-algebra. The
functor (−)sp is fully faithful. Furthermore these operations are adjoint to
one another, in the sense that if X is classical and Y spectral, then

Map(Xsp,Y) ' Map(X,Ycl)

where the left hand side is the space of maps of spectral stacks, and the right
hand side is the classifying space of the groupoid of maps of classical stacks.
In particular the unit of adjunction X→ (Xsp)cl is an equivalence of classical
stacks.

In the context of spectral algebraic geometry, one defines the mapping
stack via the same functor of points (2), but where T is an arbitrary affine
spectral scheme, i.e. connective E∞-algebra.

Lemma 1.2.1. If X is a spectral 1-stack and Y is a classical stack, then
the adjunction betwen (−)sp and (−)cl provides a canonical equivalence of
classical stacks

Map(Ysp,X)cl ' Map(Y,Xcl),
where the right hand side denotes the classical mapping stack.

If X is a spectral algebraic stack over a classical base B such that the
underlying classical stack Xcl satisfies (†), then the spectral mapping stack
Map((Θn)sp,X) is algebraic, locally almost of finite presentation and quasi-
separated over B. Indeed, because Xcl is algebraic this is equivalent to
verifying that X admits an almost perfect cotangent complex, which follows
from [HP, Prop. 5.1.10]. We will be concerned mostly with the situation
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where we start with a classical algebraic stack X satisfying (†), and we will
consider the spectral stack of Zn-filtered objects

Filtn(Xsp) := Map((Θn)sp,Xsp).

Note that Lemma 1.2.1 provides a canonical equivalence Filtn(Xsp)cl '
Filtn(X).

Crucially, however, the spectral stack of Zn-filtered objects Filtn(Xsp) is
not equivalent to Filtn(X)sp as a spectral stack. The difference lies in their
deformation theory. Any spectral algebraic 1-stack X over B has a canonical
cotangent complex LX ∈ Dqc(X), which is almost perfect if X is locally
almost finitely presented over B.3 The cotangent complex of Filtn(X)sp in
the context of spectral aglebraic geometry, as well as the cotangent complex
of the classical stack Filtn(X) defined using simplicial commutative rings as
in [LMB], are hard to compute in practice. In contrast, we have

Lemma 1.2.2 ([HP, Proposition 4.13]). At a k-point of Filtn(Xsp), corre-
sponding to a map f : Θn

k → X, we have a canonical quasi-isomorphism
(LFiltn(Xsp))f ' RΓ(Θn

k , (f∗LX)∨)∨.
Likewise for a graded point g : Spec(k)/(Gm)n → X, we have

(LGradn(Xsp))g ' (g∗(LX))0,

where (−)0 denotes the invariant piece of an object of Dqc(Spec(k)/(Gm)n)
regarded as a Zn-graded complex of vector spaces.

From this formula we can explicitly compute the cotangent complex at a
point f ∈ Filt(Xsp)(k) classifying a split filtration. For a complex of graded
vector spaces E, we let E≥0 and E<0 denote the summand with nonnegative
(resp. negative) weights.

Lemma 1.2.3. Let g : (pt/Gm)k → X be a map and let f = σ(g) : Θk →
X be the corresponding split filtration. Then we have a canonical quasi-
isomorphism of exact triangles

(LFilt(Xsp)/Xsp [−1])f //

'
��

(LXsp)f(1)
ev∗1 //

'
��

(LFilt(Xsp))f //

'
��

(g∗LX)>0 // g∗LX
// (g∗LX)≤0 //

Proof. The top row is the exact triangle of cotangent complexes induced
by the map ev1 : Filt(Xsp)→ Xsp. Using Lemma 1.2.2 we can identify the
canonical map (LXsp)f(1) → (LFilt(Xsp))f with the linear dual of the map of
restriction to the point 1 ∈ Θk:

((LXsp |f(1))∨)∨ ' LXsp |f(1) → RΓ(Θk, (f∗LXsp)∨)∨.

3Technically the absolute cotangent complex LX in this context refers to the relative
cotangent complex LX/B , but as is customary we will suppress B from the notation.
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Let p : Θk → Spec(k)/Gm denote the projection. The fact that f = σ(g)
means, by definition, that f = g ◦ p, which gives a canonical isomorphism
f∗(LXsp) ' p∗(g∗LXsp). In particular LXsp |f(1) ' g∗(LXsp) after forgetting
the Gm-action on the latter.

After chasing through a few dualizations, the claim follows from the follow-
ing more concrete claim: for any graded complex of vector spaces, regarded
as an object E ∈ Dqc((pt/Gm)k), the map RΓ(Θk, p

∗(E))→ p∗(E)|1 ' E is
isomorphic to the inclusion of the direct summand E≥0 → E. One can verify
this by identifying RΓ(Θk, p

∗(E)) with (E ⊗k k[t])Gm , where t has weight
−1. �

For most of this paper we will be concerned instead with classical algebraic
stacks. As mentioned above, the deformation theory of the spectral stack of
filtrations differs from the classical stack of filtrations, so it will be useful to
have a comparison theorem between the two. We introduce some temporary
notation. For a spectral algebraic 1-stack X, we let LE∞X ∈ Dqc(X) denote its
cotangent complex in the context of spectral algebraic geometry, and by a
slight abuse of notation let LE∞

Xcl ∈ Dqc(Xcl) denote the cotangent complex of
the spectral algebraic stack (Xcl)sp. Here we are making use of the canonical
equivalence of stable∞-categories Dqc(Xcl)→ Dqc((Xcl)sp), where the former
denotes the derived category of complexes with quasi-coherent homology
on the classical stack. Finally, we let Lcl

Xcl ∈ Dqc(Xcl) denote the cotangent
complex computed in the context of classical algebraic geometry.

There are two canonical maps in Dqc(Xcl)

LE∞X |Xcl
φ1
X // LE∞

Xcl

φ2
X // Lcl

Xcl ,

where the first is induced by the inclusion of spectral stacks (Xcl)sp ↪→ X,
and the second is induced by a direct comparison between the functors on
Dqc(Xcl) which are corepresented by Lcl and LE∞ respectively. The canonical
cofiber sequence of cotangent complexes associated to a map of spectral
stacks X→ Y are comparible with these comparison maps, which induces
comparison maps

LE∞X/Y|Xcl

φ1
X/Y // LE∞

Xcl/Ycl

φ2
X // Lcl

Xcl/Ycl .

These maps are not equivalences, but they induce isomorphisms in high
cohomological degree.

Lemma 1.2.4. Given a map of quasi-separated spectral algebraic 1-stacks
X→ Y, the canonical map on homology sheaves

(1) Hn(φ1
X/Y) : Hn(LE∞X/Y|Xcl) → Hn(LE∞

Xcl/Ycl) is surjective for n ≥ −1
and an isomorphism for n ≥ 0, and

(2) Hn(φ2
X/Y) : Hn(LE∞

Xcl/Ycl) → Hn(Lcl
Xcl/Ycl) is surjective for n ≥ −2

and an isomorphism for n ≥ −1.
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Proof. The claims are equivalent to the claim that Hn(cofib(φiX/Y)) = 0 for
n ≥ −1 in the case i = 1 and for n ≥ −2 in the case i = 2. The canonical
exact triangle of cotangent complexes associated to the map π : X → Y
induces an exact triangle

π∗ cofib(φiY)→ cofib(φiX)→ cofib(φiX/Y)→,

which shows that the claim of the lemma can be deduced from the absolute
case, i.e. the claim that Hn(cofib(φiX)) = 0 for n in the appropriate range
and for any spectral algebraic 1-stack X.

Let X be a spectral stack and conisder a smooth surjective map X → X
from a spectral scheme X. The exact triangle of cotangent complexes
associated to the map X → X allows one to reduce both claims to the
corresponding claim for LX and LX/X. All three versions of the cotangent
complex Lcl

Xcl/Xcl , LE∞Xcl/Xcl , and LE∞X/X|Xcl are compatible with base change over
X, which allows us to reduce the general case to the case for spectral schemes,
and ultimately to showing the relevant vanishing of Hn(cofib(φiX) where X is
an affine spectral scheme. Claim (1) now follows from [L2, Theorem 7.4.3.1]
and Claim (2) follows from the identification of topological André-Quillen
cohomology and classical André-Quillen cohomology of commutative rings
in low homological degree (See [L1, Warning 1.0.7]). �

In the remainder of the article, we will not make use of the intermediate
object LE∞

Xcl/Ycl , so we can safely drop the superscript from our notation: for
spectral stacks LX/Y will always denote the cotangent complex in the spectral
context, and for classical stacks LX/Y will denote the cotangent complex in
the classical context.

1.3. Some general properties of Filtn(X).

Proposition 1.3.1. Let X and Y be stacks satisfying (†), and let φ : Y→ X
be a morphism which is representable by algebraic spaces. Then so is the
induced morphism Filtn(φ) : Filtn(Y)→ Filtn(X). Furthermore:

(1) If φ is a monomorphism, then so is Filtn(φ).
(2) If φ is a closed immersion, then so is Filtn(φ), and Filtn(φ) identifies

FiltnY with the closed substack ev−1
1 Y ⊂ Filtn(X).

(3) If φ is an open immersion, then so is Filtn(φ), and Filtn(φ) identifies
Filtn(Y) with the preimage of Y ⊂ X under the composition

Filtn(X) gr−→ Gradn(X)→ X.

(4) If φ is smooth (respectively étale), then so are Filtn(φ) and Gradn(φ) :
Gradn(Y)→ Gradn(X), and this holds even if φ is not representable.

Proof. Let S → Filtn(X) = Map(Θn,X) be an S-point defined by a morphism
Θn
S → X. Then the fiber product Θn

S ×X Y → Θn
S is representable and is

thus isomorphic to E/Gn
m for some algebraic space E with a Gn

m-equivariant
map E → AnS . The fiber of Filtn(Y) → Filtn(X) over the given S-point of
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Filtn(X) corresponds to the groupoid of sections of E/Gn
m → AnS/Gn

m, which
form a set. Thus Filtn(Y) is equivalent to a sheaf of sets as a category
fibered in groupoids over Filtn(X). Both Filtn(X) and Filtn(Y) are algebraic
by Proposition 1.1.2, so Filtn(φ) is representable by algebraic spaces.

Say φ is a monomorphism, meaning it induces a fully faithful embedding
on groupoids of S-points for any B-scheme S. Then smooth descent im-
plies implies that Map(Θn

S ,X) → Map(Θn
S ,Y) is fully faithull as well, so

Filtn(Y) → Filtn(X) is a monomorphism. To identify the full subfunctor
Filtn(Y) ⊂ Filtn(X), one need only identify for each B-scheme S which maps
f : Θn

S → X factor through Y.
The smallest closed substack of Θn

S containing the S-point determined by
the point (1, . . . , 1) ∈ An is Θn

S itself, so if φ is a closed immersion then f
factors through Y if and only if the composition {1} × S → Θn

S → X factors
through Y, which shows (2). Likewise any open substack of Θn

S containing
({0}/Gn

m)S contains all of Θn
S , so if φ is an open immersion then f factors

through Y if and only if the induced map ({0}/Gn
m)S → X factors through

Y. Finally the map (pt/Gn
m)S → S induces a bijection between posets of

open substacks, which shows (3).
It suffices to show (4) in the case n = 1, because Filtn(−) ' Filt(Filt(· · · ))

and likewise for Gradn(−). The computation of the cotangent complex of
the spectral mapping stack in Lemma 1.2.2 and Lemma 1.2.3, combined
with the fact that the projection functors onto weight spaces (−)0,(−)≤0,
and (−)>0 are exact, implies that Grad(Ysp)→ Grad(Xsp) is smooth, and
Filt(Ysp) → Filt(Xsp) is smooth at every split filtration in Filt(Y). The
comparison result Lemma 1.2.4 shows that the same is true for the classical
mapping stacks. Finally, we will see below in Lemma 1.3.8 that every point of
Filt(Y) specializes to split point, so because smoothness is an open condition
on the source of map that is locally of finite presentation, it follows that
Filt(Y)→ Filt(X) is smooth. �

Another important property of the induced map Filtn(X)→ Filtn(Y) is
the following:
Proposition 1.3.2. Let π : X→ Y be an affine (respectively finite) repre-
sentable morphism of stacks. Then for any n the map Filtn(X)→ Filtn(Y)
is an affine (respectively finite) representable morphism, and the canonical
map Filtn(X)→ Filtn(Y)×Y X is a closed immersion (respectively a surjec-
tive closed immersion), where the fiber product is taken with respect to the
morphism ev1 : Filtn(Y)→ Y.
Lemma 1.3.3. Let T be a scheme, and let A =

⊕
n∈ZAn be a graded

OT [t]-algebra, where t has degree −1. Then a graded map of OT [t±]-algebras
ψ : A[t−1] → O[t±] is the localization of a map of graded OT [t]-algebras
ψ̃ : A→ OT [t] if and only if the composition

A1
×t−→ A[t−1] ψ−→ OT [t±]

vanishes. If such a ψ̃ exists then it is unique.
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Proof. ψ is uniquely determined by its restriction to A, by the universal
property of the localization. For degree reasons, graded maps A → OT [t]
factor uniquely through the quotient A→

⊕
n≤0 An/t

n+1 ·A1, so it follows
that the restriction of ψ to A factors through OT [t] ⊂ OT [t±] if and only if
ψ(t ·A1) = 0.

If ψ is the localization of a map ψ̃ : A→ OT [t], then the restriction of ψ to
A factors through OT [t] and thus annihilates t ·A1. Conversely if ψ(t ·A1) = 0
then we have a map of algebras ψ̃ : A→ OT [t] such that ψ̃[t−1] agrees with
ψ after restricting to A, and thus ψ = ψ̃[t−1]. �

Proof of Proposition 1.3.2. We first prove the claim when n = 1. Consider
a map T → Filt(Y)×Y X. This corresponds to a map f : T ×Θ→ Y, and
a cosection of the sheaf of algebras f∗π∗OX over T × (A1 − {0}) × T/Gm.
Under the identification between quasicoherent sheaves of T ×Θ and graded
OT [t]-modules Proposition 1.0.1, we can identify f∗π∗OX with a graded
OT [t]-algebra, A, and the section is the same as a map of OT [t±]-algebras
ψ : A[t−1]→ OT [t±].

On the other hand, the set of lifts of T → Filt(Y)×Y X to X corresponds
bijectively to the set of maps ψ̃ : A[t]→ OT [t] for which ψ is the localization.
By the previous lemma this is unique and exists if and only if the ideal
ψ(t ·A1) ⊂ OT vanishes. Because the formation of this ideal is compatible
with pulling back along a map (g, idΘ) : T ′ ×Θ→ T ×Θ, it follows that the
fiber product T ×Filt(Y)×YX Filt(X) is represented by the closed subscheme
of T defined by this ideal.

We have shown the morphism Filt(X)→ Filt(Y)×YX is a closed immersion
and hence affine. It follows that the composition

Filt(X)→ Filt(Y)×Y X→ Filt(Y)

is affine as well, and it is finite if the map π is finite. Furthermore if π is
finite, then the valuative criterion for properness for the map π implies that
Filt(X) → Filt(Y) ×Y X is surjective, because the fiber for any k-point of
Filt(Y)×YX consists of the set of lifts of the map Θk → Y to a map Θk → X

given a lift at the generic point. We can identify Filtn(X) ' Filt(Filtn−1(X)),
so the morphism Filtn(X)→ Filtn(Y) is affine (respectively finite) for any
n ≥ 1 by induction.

Finally, we prove that Filtn(X) → Filtn(Y) ×Y X is a closed immersion
for n > 1. Again using the identification of Filtn(X) as an iterated mapping
stack, we can factor the map ev1 : Filtn(X) → X into a sequence of maps
Filtn(X)→ Filtn−1(X)→ · · · → X. We consider the following commutative
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diagram in which every square is Cartesian

Filtn(X)
cl.imm.
··· // Zn,2 cl.imm.

//

...��

Zn,1 cl.imm.
//

...
��

Filtn(Y)×Y X
affine

//

...��

Filtn(Y)
...��

Filt2(X)
cl.imm.

// Z2,1 cl.imm.
//

��

Filt2(Y)×Y X
affine

//

��

Filt2(Y)

��
Filt(X)

cl.imm.
//// Filt(Y)×Y X

affine
//

��

Filt(Y)

��
X

π

affine
// Y

In each row, we know that the left-most arrow is a closed immersion because
the composition of the maps in the row below is affine and we have already
shown the claim when n = 1. The claim thus follows for all n by induction.
The same argument shows that Filtn(X) → Filtn(Y) ×Y X is a surjective
closed immersion if π is finite, by replacing the label “affine" with “finite" and
replacing the label “closed immersion" with “surjective closed immersion" in
the diagram above. �

Corollary 1.3.4. Let π : Y → X be a finite map of stacks which both
satisfy (†). Then for any B-algebra R and ξ : Spec(R) → Y the canonical
map Flagn(ξ)→ Flagn(π ◦ ξ) is a surjective closed immersion (and hence a
universal homeomorphism) of algebraic stacks and an isomorphism if π is a
closed immersion.

Proof. The case of a closed immersion follows immediately from part (2) of
Proposition 1.3.1, which implies that in the diagram

Flagn(ξ) //

��

Filtn(Y) //

ev1

��

Filtn(X)

ev1

��
Spec(R) ξ // Y

π // X

,

the right square is cartesian and thus so is the outermost rectangle. For
the more general case where π is finite, one argues not that the squares
are cartesian, but that the canonical map from the left corner to the fiber
product is a surjective closed immersion, using Proposition 1.3.2. A diagram
chase shows that for this property of 2-commutative squares, if the rightmost
square has the property, then the left square has the property if and only if
the combined square does. �

1.3.1. Deformation retract of Filtn(X). We shall say that a Θ-deformation
retract of a stack Y onto a stack Z consists of morphisms π : Y → Z,
σ : Z→ Y, and r : Θ×Y→ Y such that: 1) π ◦ σ ' idZ, 2) r|{1}×Y ' idY,



ON THE STRUCTURE OF INSTABILITY IN MODULI THEORY 27

3) r|{0}×Y ' σ ◦ π, and 4) the two compositions in the square

Θ×Y
r //

projectY ��

Y
π��

Y
π // Z

are isomorphic. We shall see in Theorem 1.4.8 that σ : Z→ Y need not be
a monomorphism. Note that restricting r to a map A1 ×Y → Y gives an
A1-deformation retract, so a Θ-deformation retract is a stronger notion.

Lemma 1.3.5. Given a Θ-deformation retract of an algebraic stack Y onto
Z, if U ⊂ Y is an open substack such that σ−1(U) = Z, then U = Y.

Proof. Consider the open substack r−1(U) ⊂ Θ×Y. Because the composition
{0} ×Y→ Θ×Y→ Y factors through σ and σ−1(U) = Z, we have

({0}/Gm)×Y ⊂ r−1(U).
We choose an atlas Y → Y and note that the restriction of r−1(U) along
the map Θ × Y → Θ × Y is an open substack of Θ × Y which contains
({0}/Gm) × Y . Such an open substack is all of Θ × Y by necessity, so
r−1(U) = Θ×Y. This implies that the restriction idY ' r|{1}×Y : Y → Y
factors through U, hence U = Y. �

Lemma 1.3.6. Given a Θ-deformation retract of an algebraic stack Y onto
Z, if π : Y→ Z is locally finitely presented then it is quasi-compact.

Proof. Let S be a quasi-compact B-scheme and consider a map ξ : S → Z,
then the stack Y′ := Y ×π,Z,ξ S is locally finitely presented over S. The
definition of a Θ-deformation retract is preserved under base change along
a map to Z, so Y′ admits a Θ-deformation retract onto S. We must show
that Y′ is quasi-compact. Because S is quasi-compact one can find a smooth
map from a quasi-compact scheme Y → Y′ such that σ : S → Y′ factors
through the image of Y → Y′. Lemma 1.3.5 now implies that the open
substack im(Y → Y′) ⊂ Y′ is all of Y′, so Y → Y′ is surjective and hence
Y′ is quasi-compact. �

Lemma 1.3.7. Given a Θ-deformation retract of an algebraic stack Y onto
Z, π induces a bijection on connected components with inverse given by σ.

Proof. Consider a map of stacks ϕ : Y→ Y which is A1-homotopic to the
identity in the sense that there is a map r : A1 ×Y→ Y with {1} ×Y→ Y
isomorphic to the identity and {0}×Y→ Y isomorphic to ϕ. Then resicting
r to A1 × Spec(k) for any k-point of Y shows that any point of Y lies
on the same connected component as some point in the image of ϕ, so
ϕ : π0(Y)→ π0(Y) is surjective. More precisely, any p ∈ |Y| lies in the same
connected component as ϕ(p), which shows that if p, q ∈ |Y| are such that
ϕ(p) and ϕ(q) lie on the same connected component, then p and q lie on the
same connected component as well. This shows that ϕ : π0(Y)→ π0(Y) is
in fact bijective. The statement of the lemma now follows from this general
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fact applied to ϕ = σ ◦ π and from the fact that π ◦ σ ' id and is thus also
bijective on connected components. �

We now apply these lemmas in our situation. Consider the map Θ ×
Θn → Θn induced by the scalar multiplication map A1 × An → An taking
(t, v) 7→ tv, which is equivariant with respect to the group homomorphism
Gm ×Gn

m → Gn
m taking (t, z1, . . . , zn) 7→ (tz1, . . . , tzn). This defines a map

r : Θ×Map(Θn,X)→ Map(Θn,X) (6)

which takes any S-point, corresponding to a pair (a : S → Θ, b : Θn
S → X),

to the S-point of Map(Θn,X) corresponding to the composition

Θn
S

(a,id)−−−→ Θ×Θn
S

scalar
multiplication−−−−−−−−−−−→ Θn

S → X.

Lemma 1.3.8. The maps π = gr, σ, and the map r from (6) define a
Θ-deformation retract of the stack Filtn(X) onto Gradn(X). Hence if X
satisfies (†), then gr is quasi-compact and induces a bijection on connected
components whose inverse is given by σ.

Proof. This is an immediate consequence of the definition of r on S-points.
If a = 1 is the constant map S → Θ, then the composition Θn

S

(a,id)−−−→
Θ ×Θn

S → Θn
S is isomorphic to the identity. If a = 0 is the constant map,

then this composition is isomorphic to the map Θn
S → Θn

S induced by the
Gn
m-equivariant map An 7→ {0} ⊂ An. The fact that the map r of (6)

commutes with the projection gr : Filtn(X) → Gradn(X) follows from the
fact that for any a : S → Θ the composition

({0}/Gn
m)S → Θn

S → Θ×Θn
S → Θn

S

is canonically isomorphic to the inclusion ({0}/Gn
m)S ↪→ Θn

S , and this iso-
morphism is natural in S. �

1.3.2. More on connected components of Filtn(X). Given a k-point of Filtn(X),
corresponding to a map f : Θn

k → X, one can consider the “inertia" k-
subgroup

If := ker((Gn
m)k → Aut(f(0))). (7)

We use the notation DS(A) for the diagonalizable S-group scheme associated
to a finitely generated abelian group A as in [C, Appendix B]. If ⊂ (Gn

m)k
is an fppf sub-group-scheme and is thus a diagonalizable group of the form
Dk(Zn/Nf ) for some sub-group Nf ⊂ Zn [C, Corollary B.3.3, Proposition
B.3.4]. We can use this observation to separate connected components of
Filtn(X).

Proposition 1.3.9. Let X be an algebraic stack satisfying (††). Then the
map f ∈ Filtn(X)(k) 7→ Nf ⊂ Zn is locally constant on Filtn(X).
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Proof. By construction the map f 7→ Nf factors throught the projection
gr : Filtn(X)→ Gradn(X), so it suffices to show that this function is locally
constant on Gradn(X). By the same argument as in the proof of Proposi-
tion 1.1.2, we can reduce to the case where B = Spec(R) is noetherian and
affine and X is finite type over B.

It suffices to consider an integral B-scheme of finite type S along with
a family of graded objects f : (pt/Gn

m)S → X. Consider the analogous
subgroup

If := ker((Gn
m)S → Aut(fS)) ⊂ (Gn

m)S .
As a kernel of a homomorphism to a separated group scheme, it is closed, and
its restriction to each point of S is the subgroup (7). Let 1 ∈ S(K) denote
the generic point and 0 ∈ S(k) any other point, and let N0, N1 ⊂ Zn be the
corresponding subgroups such that If |Spec(K) = DK(Zn/N1) and If |Spec(k) =
Dk(Zn/N0). The proposition amounts to the claim that N0 = N1.
Proof that N0 ⊂ N1:

We can find an open subscheme U ⊂ S for which If |U is flat and hence of
multiplicative type [C, Corollary B.3.3], and in fact If |U ' DU (Zn/N1) ⊂
DU (Zn) = (Gn

m)U by [C, Proposition B.3.4]. Because S is integral it is the
scheme theoretic closure of U , and it follows that DS(Zn/N1) is the scheme
theoretic closure of the open subscheme DU (Zn/N1) ⊂ DS(Zn/N1) because
DS(Zn/N1) → S is flat and affine. As a consequence, DS(Zn/N1) is the
scheme theoretic closure of DU (Zn/N1) in (Gn

m)S and hence DS(Zn/N1) ⊂ If .
In particular Dk(Zn/N1) ⊂ If |Spec(k), which establishes that N0 ⊂ N1.
Proof that N1 ⊂ N0:

We begin with some general observations about graded points of X.
Note that for N ⊂ Zn, Dk(N) is again a torus, and we have a map
pN : (pt/Gn

m)k → BDk(N) whose fiber is BDk(Zn/N). Lemma 1.1.5 im-
plies that a graded point f : (pt/Gn

m)k → X factors through the map pN
if and ony if Dk(Zn/N) ⊂ ker((Gn

m)k → Aut(f)), and the factorization is
unique in this case. Thus Nf can be characterized as the largest subgroup
N ⊂ Zn for which f factors through pN . Tannaka duality [HR2, Thm. 8.4]
implies that this factorization exists if and only if the symmetric monoidal
functor f∗ : Coh(X)→ Coh((pt/Gn

m)k) factors through the pullback functor
p∗N : Coh(BDk(N))→ Coh((pt/Gn

m)k).
Given a sheaf F ∈ Coh((pt/Gn

m)k) we let Fχ denote the direct summand
of F on which Gn

m acts with the character χ ∈ Zn. The pullback functor
p∗N is fully faithful, with essential image consisting of sheaves F for which
Fχ = 0 for χ /∈ N . So, Tannaka duality implies that f factors through p if
and only if ⋃

E∈Coh(X)
{χ ∈ Zn s.t. (f∗E)χ 6= 0} ⊂ N.

Under the characterization of Nf above, we see that Nf is the subgroup
generated by those χ ∈ Zn for which ∃E ∈ Coh(X) with (f∗E)χ 6= 0.
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Now to prove that N1 ⊂ N0, let f0 : (pt/Gn
m)k → X and let f1 :

(pt/Gn
m)K → X be the graded points at a non-generic and generic point of

S. Choose a finite generating set χ1, . . . , χk ∈ N1 for which there exists
E1, . . . , Ek ∈ Coh(X) for which (f∗1Ei)χi 6= 0. Nakayama’s lemma applied
to (f∗Ei)χi ∈ Coh(S) implies that (f∗0Ei)χi 6= 0 for all i as well, and in
particular χi ∈ N0. This shows that N1 ⊂ N0.

�

1.3.3. The action of N× on Filt(X). We define an action of N× on Θ canon-
ically commuting with the inclusion of the point 1. For each n ∈ N, the
morphism (•)n : Θ → Θ is defined by the map A1 → A1 given by z 7→ zn,
which is equivariant with respect to the group homomorphism Gm → Gm

given by the same formula. Given a morphism f : ΘS → X, we let fn
denote the precomposition of f with (•)n, and we also use (•)n to denote
the pre-composition morphism Filt(X) → Filt(X). This defines an action
of the monoid N× on Filt(X) for which the morphism ev1 : Filt(X)→ X is
canonically invariant.

Remark 1.3.10. It follows from the fact that ev1 is canonically N×-invariant
that for any ξ : T → X the N×-action induces an action on Flag(ξ).

Proposition 1.3.11. Let X be an algebraic stack satisfying (††), and let
n > 0 be an integer. Then the map (•)n : Filt(X)→ Filt(X) is both an open
and a closed immersion whose image consists of maps f : Θk → X for which
the subgroup If of (7) contains (µn)k.

Proof. As in the proof of Proposition 1.1.2, it suffices to prove the claim when
B = Spec(R). Then we can write X as a filtered union of quasi-compact
substacks and apply relative noetherian approximation to reduce to the case
where B = Spec(R) is noetherian and affine and X is finite type over B. So
we assume this for the remainder of the proof.

Let us denote the morphism (•)n : Θ→ Θ as p. We first show that p is
a monomorphism. Under the Reese equivalence (Proposition 1.0.1) for any
scheme S, the pullback functor p∗ : QCoh(ΘS)→ QCoh(ΘS) maps a diagram
· · · → Ew+1 → Ew → · · · to the relabeled diagram E′• with E′w = Ebw/nc,
so p∗ is fully faithful. Tannaka duality [HR2, Thm. 8.4(ii)] implies that
when S is locally noetherian a map f : ΘS → X is uniquely determined by
the corresponding symmetric monoidal functor f∗ : QCoh(X)→ QCoh(ΘS).
The fullfy faithfulness of p∗ thus implies the fully faithfulness of the map
Map(ΘS ,X)→ Map(ΘS ,X) taking f 7→ f ◦ p, so (•)n : Filt(X)→ Filt(X) is
a monomorphism.

Now consider a finite type B-scheme S and a map f : ΘS → X. For any
p ∈ S(k), let fp denote the restriction f |Θk : Θk → X. Proposition 1.3.9
implies that the set of p ∈ |S| for which (µn)k ⊂ Ifp is both open and closed.
In particular there is a unique maximal open subscheme U ⊂ S for which
f |U : ΘU → X factors through (•)n : ΘU → ΘU by Lemma 1.3.12 below,
and the factorization of f |U is unique up to unique isomorphism by the
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previous paragraph. This implies that (•)n : Filt(X) → Filt(X) is an open
immersion. However we have seen that the image, which is the set of points
for which (µn)k ⊂ Ifp is closed as well, so (•)n is an open immersion of locally
Noetherian stacks whose image is closed, and is thus a closed immersion as
well. �

We have used the following lemma in the previous proof.
Lemma 1.3.12. Let X satisfy (†), and consider a map f : ΘS → X, where
S is a Noetherian B-scheme. Then the following are equivalent:

(1) f factors through (•)n : ΘS → ΘS,
(2) (µn)S ⊂ If := ker((Gm)S → Aut(f |S×{0})),
(3) for any E ∈ Coh(X) and χ ∈ Z\nZ, we have (f∗(E)|({0}/Gm)S )χ = 0,

and
(4) for any E ∈ Coh(X), p ∈ S(k), and χ /∈ nZ, we have

(f∗(E)|({0}/Gm)p)χ = 0.
In this case the factorization through (•)n is unique up to unique isomorphism.
Proof. First, note that (3) and (4) are equivalent by Nakayama’s lemma.
The implication (1)⇒ (2) follows from the fact that (µn)S is the kernel of the
map on automorphism groups induced by the restriction of (•)n to (pt/Gm)S .
The implication (2)⇒ (3) is a consequence of the effect that pullback along
(•)n : (pt/Gm)S → (pt/Gm)S has on sheaves E ∈ Coh((pt/Gm)S): it simply
rescales the non-vanishing weights the complex by n.

Finally, the implication (3)⇒ (1) is a consequence of Tannaka duality, as
has already been discussed in the proof of Proposition 1.3.9 above: [HR2,
Thm. 8.4] implies that (1) holds if and only if the symmetric monoidal functor
f∗ : Coh(XS) → Coh(ΘS) factors through the essential image of the fully
faithful pullback functor Coh(ΘS)→ Coh(ΘS) for the map (•)n : ΘS → ΘS .
This subcategory consists exactly of those sheaves F for which the restriction
F |S×{0}/Gm vanishes in any weight which is not divisible by n.

�

The following is an immediate corollary of Proposition 1.3.9 and Proposi-
tion 1.3.11.
Corollary 1.3.13. Let X satisfy (††), and let n > 0. Then the morphism
(•)n : Filt(X)→ Filt(X) induces an isomorphism between connected compo-
nents, acts injectively on the set of connected components, and only fixes
those components for which the subgroup (7) is all of Gm.
1.3.4. Change of base lemmas.
Lemma 1.3.14. If X is a stack satisfying (†) that has quasi-finite relative
inertia IX/B → X, then ev1 : Filtn(X) → X and the forgetful map u :
Gradn(X)→ X are equivalences whose inverse classifies the constant maps
Θn × X → X and (BGn

m) × X → X respectively. The map gr : Filtn(X) →
Gradn(X) is also an equivalence.
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Proof. Because X → B is locally of finite presentation, it suffices to prove
the claim for maps from B-schemes S that are noetherian. Consider a
map f : Θn

S → XS relative to S. Then the induced group homomorphism
(Gn

m)S → AutX/B(f |{0}×S) is trivial on geometric fibers, because X has
quasi-finite inertia and Gm is geometrically connected. It follows that f∗ :
Coh(X)→ Coh(Θn

S) factors through the full symmetric monoidal subcategory
consisting of sheaves for which Gn

m acts trivially on E|{0}×S . This subcategory
is the essential image of the fully faithful pullback functor along Θn

S → S,
so f factors uniquely through the projection Θn

S → S by [HR2, Thm. 8.4].
Futhermore, the pullback along Θn

S → S followed by restriction along {1} ×
S → Θn

S is equivalent to the identity functor on Coh(S), so the map f is
uniquely determined up to unique isomorphism by its restiction to {1} × S.
The arguments for the maps u and gr are similar. �

Remark 1.3.15. Note the embedding IX/B ↪→ IX := IX/ Spec(Z), so if X has
quasi-finite absolute inertia, for instance if it is a scheme, then the condition
in the lemma, that IX/B → X is quasi-finite, holds as well.

Corollary 1.3.16. Let B′ be a stack satisfying (†) that has quasi-finite
relative inertia IX/B → X, and let X be a stack satisfying (†) relative to
B′. Then the canonical morphism Map

B′
(Θn

B′ ,X) → Map
B

(Θn
B,X) is an

equivalence of stacks over B. The same is true with Θn replaced by BGn
m.

Proof. Directly from the definition of the mapping stack, one can verify that
the canonical map is an equivalence

Map
B′

(Θn
B′ ,X) ∼= B′ ×Map

B
(ΘnB ,B′) Map

B
(Θn

B,X),

where the morphism B′ → Map
B

(Θn
B,B

′) is induced by the constant mor-
phism Θn × B′ → B′. If B′ has quasi-finite inertia relative to B, then
Lemma 1.3.14 implies that B′ → Map

B
(Θn

B,B
′) is an equivalence of stacks

over B, and the claim follows. �

Corollary 1.3.17. Consider a cartesian diagram of stacks satisfying (†)

X′ //

��

Y′

��
X // Y

in which Y and Y′ have quasi-finite inertia relative to B. Then Filtn(X′) '
Filtn(X)×XX

′, where the fiber product is taken with respect to ev1 : Filtn(X)→
X, and Gradn(X′) ' Gradn(X) ×X X′, where the fiber product is take with
respect to u : Gradn(X)→ X.
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Proof. For any B-scheme S, the functor Map(Θn
S ,−) commutes with homo-

topy limits, so the diagram

Map(Θn,X′) //

��

Map(Θn,Y′)

��
Map(Θn,X) // Map(Θn,Y)

is automatically cartesian. Lemma 1.3.14 identifies Map(Θn,Y′) and Map(Θn,Y)
with Y′ and Y respectively, via the maps ev1. Therefore the right square
and outermost square in the commutative diagram

Filtn(X′)

��

ev1 // X′

��

// Y′

��
Filtn(X) ev1 // X // Y

,

are cartesian, and it follows that the left square is cartesian as well. The
argument for Gradn(X′) is similar. �

1.4. Graded and filtered points in global quotient stacks. Here we
compute the stacks of filtered and graded objects first for stacks of the form
X/GLN in Theorem 1.4.7 and then for quotients by split reductive groups
over a field in Theorem 1.4.8.

1.4.1. Białynicki-Birula type theorems. First we recall some facts about
concentration under the action of Gn

m.

Proposition 1.4.1. Let X → B be a quasi-separated locally finitely presented
map of algebraic spaces, and let Gn

m act on X so that the structure map
X → B is Gn

m-invariant. Then the functors

X+(T ) = {Gn
m-equivariant maps An × T → X over B} , and

X0(T ) = {Gn
m-equivariant maps T → X over B}

are representable by algebraic spaces that are quasi-separated and locally of
finite presentation over B. The forgetful map X0 → X is a closed immersion,
and the map X+ → X0 induced by restriction to 0 is quasi-compact.

Remark 1.4.2. When X is a scheme admitting a Gm-equivariant affine
open cover, then this is a special case of the main theorem of section 4 of
[H3] for which the “center” is C = X and the “speed” is m = 1. The general
statement of the existence of Y when B is a field and n = 1 is the main result
of [DG]. Also when B is a field and n = 1, a slightly more general version is
proved in [AHR1, Thm. 5.16], where X is allowed to be a Deligne-Mumford
stack, and it is shown that the projection X+ → X0 is affine.
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Proof. This follows from Proposition 1.1.2 and Proposition 1.3.1. Let B →
Filtn((pt/Gn

m)B) be the section classifying the projection map Θn → pt/Gn
m.

We claim that we have a cartesian diagram of functors

X+ //

��

Filtn(X/Gn
m)

��
B // Filtn((pt/Gn

m)B)

.

Indeed, S points of this fiber product correspond to sections of the pullback
of the map X/Gn

m → (pt/Gn
m)B along the canonical projection map Θn ×

S → pt/Gn
m, which is the same as Gn

m-equivariant sections of the map
X × An → An. The hypothesis that X is quasi-separated implies that X
and X/Gn

m have quasi-affine diagonal [S2, Tag 02LR], so Proposition 1.1.2
implies that Filtn(X/Gn

m) is an algebraic stack locally of finite presentation
over B with quasi-affine diagonal, and Proposition 1.3.1 implies that the map
Filtn(X/Gn

m)→ Filtn(pt/Gn
m) is representable by an algebraic space, hence

X+ is representable by an algebraic space quasi-separated and locally of finite
presentation over B. A similar discussion shows that X0 is representable by
an algebraic space quasi-separated and locally of finite presentation over B.

To show that the projection π : X+ → X0 is quasi-compact, we claim
that for any quasi-compact open subspace U ⊂ X0, there is a quasi-compact
open subspace V ⊂ X+ such that π−1(U) ⊂ V . Consider the map X0 → X+

induced by the Gn
m-equivariant projection AnB → B. For any p ∈ X+(k),

corresponding to an equivariant map f : Ank → X, we can define a family
of equivariant maps ft : Ank → X by ft(z1, . . . , zn) = f(tz1, . . . , tzn). This
defines a map A1

k → X+ such that the image at 0 is the image of p under the
composition X+ → X0 → X+, and every other point lies in the same orbit
for the natural action of Gn

m on X+. It follows that for every p ∈ π−1(U),
its orbit closure lies in the image of U under the map X0 → X+. Therefore
if we let U ′ ⊂ X+ be a quasi-compact open neighborhood of the image of U
under this map, and let V be the Gn

m-orbit of U ′, we have π−1(U) ⊂ V as
desired.

Finally, to show that X0 → X is a closed immersion, we use [AHR2,
Thm.20.1] to construct aGn

m-equivariant étale overX ′ → X, whereX ′ is a dis-
joint union of affine schemes. Corollary 1.1.7 implies that Gradn(X ′/Gn

m) ∼=
(X ′/Gn

m)×X/Gnm Gradn(X/Gn
m), and analogously to the case of Filtn above

one has
X0/Gn

m = Gradn(X/Gn
m)×Gradn(BGnm) BGn

m,

and likewise for (X ′)0/Gn
m. This shows that (X ′)0 ∼= X0×X X ′, so it suffices

to prove the claim forX ′. But in the affine case, it is a direct computation that
the fixed subscheme Spec(A)0 is represented by Spec(A/I), where I ⊂ A
is the ideal generated by all non-invariant homogeneous elements in the
Zn-graded algebra A. �

https://stacks.math.columbia.edu/tag/02LR
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Corollary 1.4.3. In the context of Proposition 1.4.1, if X is separated, then
restriction of a map An × T → X to {1} × T ⊂ An × T defines a locally
finitely presented unramified monomorphism of algebraic spaces X+ ↪→ X
identifying X+(T ) with{

f : T → X s.t. Gn
m × T

t·f(x)−−−→ X extends to An × T
}
⊂ MapB(T,X).

Proof. Restriction to {1}×T identifies the set of equivariant maps Gn
m×T →

X with Hom(T,X). If the corresponding map extends to An × T it will be
unique because X is separated. Likewise the uniqueness of the extension of
Gn
m ×Gn

m × T → X to Gn
m × An × T → X guarantees the Gn

m equivariance
of the extension An × T → X. The map is locally finitely presented because
both X+ and X are, and unramified by [S2, Tag 05VH]. �

Remark 1.4.4. X+ typically has several connected components, and if X
admits an equivariant immersion X ↪→ Pn for some linear action of Gm on
Pn, then X+ is the disjoint union of the Białynicki-Birula strata for the
action of Gm on X and the map j is a local immersion when restricted to
each connected component. In general this need not be the case: Let Gm

act on P1 fixing two points {0} and {∞}. If X is the nodal curve obtained
by identifying these two points, then Gm acts on X as well. In this case
X+ = A1 and j is the composition A1 → P1 → X. There is no neighborhood
of {0} in which j is a local immersion.

We observe the following strengthened version of the Białynicki-Birula the-
orem, which follows from the discussion above and the results of Section 1.2:

Proposition 1.4.5. Let X → X ′ be a smooth Gn
m-equivariant map of B-

spaces which both satisfy the conditions of Proposition 1.4.1, and consider the
map of algebraic spaces X+ → (X ′)+ defined by composing an equivariant
map T × An → X with the map X → X ′. Then

(1) At any point p ∈ X0(k), the fiber of the relative cotangent com-
plex LX/X′,p is canonically a representation of (Gn

m)k, and there are
canonical isomorphisms

LX0/(X′)0,p ' (LX/X′,p)G
n
m and LX+/(X′)+,p ' Lweight≤0

X/X′,p ,

where “weight ≤ 0” denotes direct summands whose weight (w1, . . . , wn)
with respect to Gn

m satisfies wi ≤ 0 for all i. In particular X0 → (X ′)0

and X+ → (X ′)+ are smooth.

(2) If furthermore X → B is a smooth schematic map, then the projection
X+ → XGnm is an étale locally trivial bundle of affine spaces with
linear Gn

m-action on the fibers.

1.4.2. Stacks of the form X/GLN , where X is an algebraic space. We must
first establish some notational book keeping. We regard GN

m ⊂ GLN as the
subgroup of diagonal matrices. For any sequence of integers (w1, . . . , wN )
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we define a one-parameter subgroup λw : Gm → GLN given by λw(t) =
diag(tw1 , tw2 , . . . , twN ). More generally, homomorphisms Hom(Gq

m,GN
m) cor-

respond bijectively to q-tuples of one-parameter subgroups (λ1, . . . , λq), or
N × q matrices.

Given a ψ ∈ Hom(Gn
m,GN

m), let Xψ,0 denote the fixed locus for the Gn
m-

action induced via the GLN action on X and the homomorphism ψ : Gn
m →

GLN . Let Xψ,+ denote the algebraic space represented by the functor in
Proposition 1.4.1, which we call the blade corresponding to ψ.

Remark 1.4.6. Note that Xψ,0 and Xψ,+ typically have several connected
components, and that the projectionXψ,+ → Xψ,0 is a bijection on connected
components. The term “blade" is sometimes used instead to refer to the
connected components of Xψ,+.

Given ψ ∈ Hom(Gn
m,GN

m), we let Pψ = (GLN )ψ,+ denote the blade for the
action of GLN on itself by conjugation. Concretely, Pψ ⊂ GLN is the closed
subgroup of block matrices whose entries have nonnegative weight under the
action of Gm on N ×N matrices

M 7→ ψ(1, . . . , 1, t, 1, . . . , 1)Mψ(1, . . . , 1, t, 1, . . . , 1)−1

where the position of t ranges over all N possible positions. When n = 1
this is a standard parabolic subgroup, and for n > 1 it is an intersection of n
such parabolic subgroups. Likewise we define Lψ := (GLN )ψ,0 with respect
to the conjugation action, i.e. the centralizer of ψ. It a closed subgroup of
block diagonal matrices of a shape determined by ψ, and from the universal
properties of the blade and fixed locus one has a canonical split surjective
group homomorphisms Pψ → Lψ.

Applying the blade construction to the group action map G ×X → X,
gives a map

Pψ ×Xψ,+ ' (G×X)ψ,+ → Xψ,+

which satisfies the axioms for a group action of Pψ on Xψ,+. Finally, note
that the symmetric group SN acts on Hom(Gn

m,GN
m) by conjugation by

permutation matrices, and for w ∈ SN ⊂ GLN , w ·Xψ,+ = Xwψw−1,+ and
wPψw

−1 = Pwψw−1 .

Theorem 1.4.7. Let X be an algebraic space with an action of GLN , and
let X → B be a quasi-separated locally finitely presented GLN -invariant map
to an algebraic space B. There are canonical isomorphisms

Filtn(X/GLN ) '
⊔

ψ∈Hom(Gnm,GNm)/SN

Xψ,+/Pψ and

Gradn(X/GLN ) '
⊔

ψ∈Hom(Gnm,GNm)/SN

Xψ,0/Lψ

where the notation ψ ∈ Hom(Gn
m,GN

m)/SN means that we choose a single
representative for each SN -orbit on the set of homomorphisms.
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We have the following description of the universal maps (1) in this case:
gr corresponds to the projection Xψ,+ → Xψ,0, which is equivariant with
respect to the group homomorphism Pψ → Lψ, and ev1 corresponds to the
map Xψ,+ → X, which is equivariant with respect to the inclusion of groups
Pψ ⊂ GLN .

Proof. The case where X = pt: The stack Filtn(pt/GLN ) is the stack of

equivariant vector bundles on the toric variety An, and our description
agrees with that Payne’s description [P2]. The result states that for any
ψ ∈ Hom(Gn

m,GN
m), we associate the vector bundle Eψ = O⊕NAn with an

equivariant structure in which Gn
m acts in the fiber directions via the ho-

momorphism ψ. The Rees construction, Proposition 1.0.1, identifies the
category of equivariant vector bundles on An with Zn-weighted filtrations of
the fiber at 1n ∈ An. Under this identification, the automorphisms of Eψ are
precisely the automorphisms of the fiber which preserve this filtration, which
is precisely the group Pψ. Thus we have maps pt/Pψ → Filtn(pt/GLN ), and
Payne’s result says that each of these maps is an open and closed immersion.
For completeness, we recall his argument at the end of this proof. The
computation of Gradn(pt/GLN ) is similar, but uses the identification of
vector bundles on pt/Gn

m with Zn-graded vector spaces, rather than the Rees
construction.

The general case:

Consider the cartesian square

Y //

��

Y //

��

Filtn(X)

��
pt // pt/Pψ

Eψ // Filtn(pt/GLN )

.

We know from Proposition 1.3.1 that Y is actually representable by an
algebraic space, and therefore Y = Y/Pψ for some action of Pψ defined by the
existence of this cartesian square. Note that if Frame(Eψ) denotes the frame
bundle, then Frame(Eψ)×GLN X = An ×X with Gn

m acting simultaneously
on the left via its standard action, and on the right via ψ : Gn

m → GLN .
Unravelling the definitions, one can compute for any B-scheme S

Y (S) = {Gn
m-invariant sections of the bundle An ×XS → An}

which is equivalent to the functor represented by Xψ,+ in Proposition 1.4.1.
Under this identification Y ' Xψ,+, the Pψ action on Y agrees with the
action on Xψ,+ obtained from applying the blade construction to the G
action on X.

The argument that reduces the computation of Gradn(X/GLN ) to the
computation of Gradn(pt/GLN ) is identical, but with the Gn

m-invariants
construction replacing the blade construction.
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Recalling the computation in [P2] of Filtn(pt/GLN ).

Given a scheme S and an equivariant locally free sheaf V on Θn
S , the

restriction to {(0, . . . , 0)} × S/Gn
m is a Zn-graded locally free sheaf which

splits into a direct sum of sub-bundles of constant weight with respect to Gn
m.

The ranks of each weight bundle are locally constant, and this data is encoded
by a homomorphism ψ : Gn

m → GLN up to conjugation, which we can assume
comes from a homomorphism ψ : Gn

m → GN
m. Assume that S is connected,

so that ψ is constant on S. Now for any point s ∈ S one can choose an
affine open neighborhood s ∈ U ⊂ S and sections v1, . . . , vN ∈ Γ(AnU ,V)
which are eigenvectors for the Gn

m action and restrict to a basis in the
fiber of V over s× {(0, . . . , 0)}. These sections must give a framing of the
locally free sheaf in a Gn

m-equivariant neighborhood of this point in AnU ,
and they define an isomorphism Eψ ' V|Θn

U′
for some smaller open subset

s ∈ U ′ ⊂ U . Because we get such an isomorphism in an open neighborhood
of any point, we see that V is the locally free sheaf on Θn

S associated to a
principal Aut(Eψ) ' Pψ-bundle over S.

�

1.4.3. Quotients by split algebraic groups over a field. A result of Totaro [T4]
implies that any finite normal Noetherian stack with the resolution property
is equivalent to a stack of the form X/GLN for some quasi-affine scheme X.
In particular this includes stacks of the form X/G, where G is an algebraic
group over a field k with split maximal torus, and X is a G-quasi-projective
scheme. It will nevertheless be useful to have explicit descriptions of the stack
of filtered and graded objects which more closely reflects the representation
theory of G.

For any homomorphism ψ : (Gn
m)k → G we consider the blade Xψ,+ for

the action of (Gn
m)k on X via ψ as in Proposition 1.4.1. Likewise we define

Pψ to be the blade for the conjugation action of (Gn
m)k on G via ψ. If G is

reductive and n = 1, then Pψ ⊂ G is a standard parabolic, but Pψ need not
be parabolic generally. As before, Pψ acts naturally on Xψ,+ because the
blade construction commutes with products. Similarly the closed subgroup
Lψ ⊂ G, the centralizer of ψ in G, acts naturally on Xψ,0.

We wish to define a map Xψ,+/Pψ → Filtn(X/G) by constructing a map
Θn× (Xψ,+/Pψ)→ X/G. The latter map classifies a (Gn

m)k×Pψ-equivariant
G-bundle over Ank×Xψ,+ along with aG-equivariant and (Gm)k×Pψ invariant
map to X. We use the trivial G-bundle Ank × Xψ,+ × G equipped with a
(Gn

m)k × Pψ-equivariant structure via the left action

(t, p) · (z, x, g) = (tz, p · x, ψ(tz)pψ(z)−1g)

This expression is only well defined when z 6= 0, but it extends to a regular
morphism because limz→0 ψ(z)pψ(z)−1 = l exists. It is straightforward to
check that this defines an action of (Gn

m)k × Pψ, that the action commutes
with right multiplication by G, and that the map Ank × Xψ,+ × G → X
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defined by
(z, x, g) 7→ g−1ψ(z) · x

is (Gn
m)k × Pψ-invariant.

It is simpler to construct a map pt/(Gn
m)k ×Xψ,0/Lψ → X/G and thus

a map Xψ,0/Lψ → Gradn(X/G). We simply use the inclusion of schemes
Xψ,0 ↪→ X, which is equivariant with respect to the group homomorphism
Gm × Lψ → G given by (t, l) 7→ ψ(t)l ∈ G.
Theorem 1.4.8. Let X = X/G be a guotient of a k-scheme X by a smooth
affine k-group G which contains a split maximal torus T ⊂ G and Weyl group
W . The natural maps Xψ,+/Pψ → Filtn(X) and Xψ,0/Lψ → Gradn(X)
induce isomorphisms

Filtn(X) '
⊔

ψ∈Hom(Gnm,T )/W
Xψ,+/Pψ, and

Gradn(X) '
⊔

ψ∈Hom(Gnm,T )/W
Xψ,0/Lψ.

Furthermore, gr corresponds to the projection Xψ,+ → Xψ,0, which is equi-
variant with respect to the group homomorphism Pψ → Lψ, and ev1 corre-
sponds to the canonical map Xψ,+ → X, which is equivariant with respect to
the inclusion of groups Pψ ⊂ G.

The statement is essentially the same as Theorem 1.4.7 and in principle
can be reduced to it by choosing a linear embedding G ↪→ GLN and iden-
tifying X/G ' GLN ×G X/GLN . We give a different, more direct proof in
Appendix A which does not make use of the Rees construction.

One application of Theorem 1.4.8 is a concrete description of points of
the flag scheme Flag(p) for p ∈ X(k), when X is separated. Its k-points are
specified by the three pieces of data:

• a one parameter subgroup λ ∈ Hom(Gm, T )/W ;
• a point q ∈ X such that limt→0 λ(t) · q exists; and
• a g ∈ G such that g · q = p.

Where two sets of such data specify the same point of the fiber if and only if
(g′, q′) = (gh−1, h · q) for some h ∈ Pλ.
Remark 1.4.9. Alternatively, given such a datum we define the one pa-
rameter subgroup λ′(t) := gλ(t)g−1, and limt→0 λ

′(t) · p exists. The point
in ev−1

1 (p) is uniquely determined by this data, thus we can specify a point
in the fiber by one parameter subgroup λ, not necessarily in T , for which
limt→0 λ(t) · p exists. Two one parameter subgroups specify the same point
in the fiber if and only if λ′ = hλh−1 for some h ∈ Pλ.

2. Θ-stratifications

In this section we introduce the notion of a (weak) Θ-stratification of an
algebraic stack X, and we establish some general theorems for constructing
such stratifications.
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Our definition is motivated by the Harder-Narasimhan stratification of
the stack X of vector bundles on a smooth curve (see Example 0.0.1 and
Section 6). The unstable strata in X parameterize points p ∈ X(k) along
with a Harder-Narasimhan (HN) filtration, which we regard as a canonical
map f : Θk → X along with an isomorphism f(1) ∼= p. More precisely, for
each unstable point p ∈ X(k), there is a certain connected component of
Filt(X) such that (ev1)−1(p) consists of a single point in this component.
This is the perspective we apply to more general algebraic stacks.

In general, a Θ-stratification is determined uniquely by the subset of
irreducible components S ⊂ Irred(Filt(X)) that containing some HN filtration,
and an indexing map µ : S → Γ to some totally ordered set Γ. The main
result of this section, Theorem 2.2.2, gives necessary and sufficient conditions
for such data to define a Θ-stratification of X. In later sections, we will
establish stronger theorems along these lines (compare to Theorem 4.5.1).

We also discuss conditions under which a Θ-stratification of X induces a
Θ-stratification of a stack Y via a map Y → X (Definition 2.3.1), and we
show that a Θ-stratification of X always induces a Θ-stratification of Grad(X)
(Proposition 2.3.4).

2.1. Definition and first properties.

Definition 2.1.1. Let X be a stack satisfying (†). A Θ-stratum in X is
a union of connected components S ⊂ Filt(X) such that the restriction
ev1 : S → X is a closed immersion. We call S a weak Θ-stratum if ev1 is
finite and radicial.

Definition 2.1.2. Under the same hypotheses, a (weak) Θ-stratification of
X consists of:

(1) a totally ordered set Γ and a collection of open substacks X≤c for
c ∈ Γ such that X≤c ⊂ X≤c′ for c < c′ and X =

⋃
cX≤c;

(2) a (weak) Θ-stratum in each X≤c, ev1 : Sc ↪→ X≤c, such that

X≤c \ ev1(Sc) = X<c :=
⋃
c′<c

X≤c′ ; and

(3) for every point x ∈ |X|, the set {c ∈ Γ|x ∈ |X≤c|} has a minimal
element.

We assume there is a minimal element 0 ∈ Γ. We refer to the open substack
X≤0 as the semistable locus Xss and its complement in |X| as the unstable
locus |X|us. We allow the situation Xss = ∅.

Note that (3) holds automatically if the index set Γ is well-ordered.

Remark 2.1.3. Say that X is a stack satisfying (†) with a weak Θ-stratification.
We can regard the given substack Sc ⊂ Filt(X≤c) as an open substack of
Filt(X) as well under the open immersion Filt(X≤c) ⊂ Filt(X) induced by
the open immersion X≤c ⊂ X (see Proposition 1.3.1). Part (2) and (3) of
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Definition 2.1.2 imply that

|X≤c| = |X| \
⋃
c′>c

ev1(Sc′),

so the stratification is completely determined by the open substack S :=⋃
c>0 Sc ⊂ Filt(X) and the locally constant function µ : S→ Γ that takes the

value c on Sc. Therefore, an alternative definition of a (weak) Θ-stratification
is an open substack S ⊂ Filt(X) and a locally constant function µ : S→ Γ
such that for any c ≥ 0 the subset |X≤c| above is open, and the corresponding
open substacks X≤c ⊂ X and Sc = µ−1(c) ⊂ Filt(X) satisfy the conditions
of Definition 2.1.2.

Lemma 2.1.4 (HN filtrations). Let X be a stack satisfying (†), and let
{X≤c}c∈Γ be a weak Θ-stratification of X. Then for every unstable point
p ∈ X(k), there is a unique c ∈ Γ and point f ∈ |Sc| such that p ∈ |X≤c| and
ev1(f) = p ∈ |X|. Furthermore:

(1) f can be defined over a finite purely inseparable extension of k.
(2) if f is defined over k, and thus corresponds to a k-point of Filt(X),

then ev1 induces an isomorphism of underlying reduced algebraic
groups AutFilt(X)(f)red ∼= AutX(p)red.

Proof. Note that the composition |Sc| → |X≤c| → |X| is a locally closed
immersion, so we regard the former as a subset of the latter. Property (2) in
Definition 2.1.2 implies that |Sc| are disjoint for different c, and property (3)
implies that every unstable point lies inSc∗ , where c∗ = min{c ∈ Γ|x ∈ |X≤c}.
Thus we have existence and uniqueness of HN filtrations.

We therefore have some field extension k′/k and a k′-point of Flag(p)
representing the unique point of |Flag(p)| lying over the union of connected
components Sc ⊂ Filt(X≤c), one can take k′ to be a finite extension because
Flag(p) is locally finite type over Spec(k) and thus any irreducible component
of Flag(p) contains some finite type point. Furthermore we may assume that
k′/k is normal by replacing k′ with its normal closure. If f : Θk′ → X is the
HN filtration for p ∈ X(k), then f is also the HN filtration for f(1) ∈ X(k′).
Uniqueness of the HN filtration implies that f descends to a k′′-point of
Flag(p) for the purely inseparable extension k ⊂ k′′ := (k′)Gal(k′/k).

The claim (2) follows from the fact that the homomorphism of k-group
schemes AutFilt(X)(f)→ AutX(p) is finite and radicial as a map of schemes,
and that implies that it is an isomorphism on underlying reduced subgroups.

�

Definition 2.1.5 (HN filtration). We refer to the filtration f of Lemma 2.1.4
as the Harder-Narasimhan (HN) filtration of p ∈ X(k). Note that if k is
perfect, the HN filtration of p ∈ X(k) will be defined over k.

Recall the map σ : Grad(X)→ Filt(X) of (1), and that a point of Filt(X)
is said to be split if it lies in the image of σ.
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Definition 2.1.6. Let S be a (weak) Θ-stratum in X. Then we define its
center Zss to be the union of connected components σ−1(S) ⊂ Grad(X).

Lemma 1.3.8 guarantees that gr maps S to Zss and hence the canonical
morphisms in (1) induce canonical morphisms for any weak Θ-stratum:

Zss

σ
44 S

groo ev1 // X .

In fact, the bijection of Lemma 1.3.8 implies that S = gr−1(Zss) ⊂ Filt(X),
so a Θ-stratum can be equivalently specified by the collection of connected
components Zss ⊂ Grad(X). In a Θ-stratification X =

⋃
cX≤c, each center

Zss
c is an open substack of Grad(X) by Proposition 1.3.1, and the data of the

Θ-stratification is uniquely encoded by these open substacks.

Lemma 2.1.7. A weak Θ-stratification is a Θ-stratification if and only if
at every finite type point f ∈ Sc(k) ⊂ Filt(X)(k) which is split, either of the
following equivalent conditions holds

(1) the fiber of the relative cotangent complex (LSc/X)f ∈ APerf(Spec(k))
is 0-connective, i.e. H0((LSc/X)f ) = H1((LSc/X)f ) = 0, or

(2) the canonical map on Lie algberas Lie(AutSc(f))→ Lie(AutX(f(1)))
is surjective.

Proof. By replacing X with X≤c it suffices to prove the claim for a single
Θ stratum S ↪→ X. Note that LS/X ' LS/X, and the proper and radicial
map ev1 : S → X is a closed immersion if and only if LS/X is acyclic in
non-negative cohomological degree. This is an open condition on S, and
can be checked at finite type points, by Nakayama’s lemma. Thus S is a
Θ-stratum if and only if (1) holds at all finite type points of S, and the
content of the claim is that it suffices to check only at split points of S.

The stratum S is identified with a union of connected components of
Filt(X), which corresponds under the bijection of Lemma 1.3.7 to the union
of connected components Zss ⊂ Grad(X). Lemma 1.3.8 implies that S admits
a Θ-deformation retract onto Zss. The split points of S are by definition the
image of σ : Zss → S, so Lemma 1.3.5 implies that any open substack of S
containing all split finite type points is all of S. The first part of the claim
follows.
Proof that (1)⇔ (2):

We can identify the map of Lie algebras in (2) with the k-linear dual of
the map

H1((LX)f )→ H1((LS)f ),
so we can reformulate the condition (2) as the property that this map is
injective. We will consider the spectral stack Xsp associated to X, and
we will denote by S̃ ⊂ Filt(Xsp) the collection of connected components
whose underlying classical stack is S under the equivalence of Lemma 1.2.1.
Note that S̃ is a spectral Θ-stratum in the sense that ev1 : S̃ → Xsp is
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a closed immersion, because a map of spectral algebraic stacks is a closed
immersion if and only if the underlying map of classical stacks is a closed
immersion. Lemma 1.2.4 shows that conditions (1) and (2) are equivalent to
the analogous conditions formulated for the spectral Θ-stratum S̃ → Xsp,
and we prove it in this context.

Consider the long exact sequence coming from the exact triangle

H0((LS̃)f ) α // H0((LS̃/Xsp)f ) // H1((LXsp)f ) // H1((LS̃)f ) // 0 .

Note that because f is split, there is a canonical non-trivial homomorphism
(Gm)k → AutS̃(f), and this sequence canonically descends to a sequence
of representations of (Gm)k. By Lemma 1.2.3 the complex (LS̃)f has non-
positive weights with respect to (Gm)k, and the complex (LS̃/Xsp)f has strictly
positive weights with respect to (Gm)k. It follows that α = 0 automatically,
so H0((LS̃/Xsp)f ) = 0 if and only if the map H1((LXsp)f ) → H1((LS̃)f ) is
injective, which shows that (1) and (2) are equivalent. �

Example 2.1.8. The relevant modular example for the failure of the map
on tangent spaces to be injective is the failure of Behrend’s conjecture for the
moduli of G-bundles on a curve in finite characteristic [H1]. In that example,
the moduli of G bundles on a smooth projective curve C is stratified by the
type of the canonical parabolic reduction of a given unstable G-bundle. In
finite characteristic there are examples where the map H1(C, p)→ H1(C, g)
is not injective, where g is the adjoint bundle of a principle G-bundle and p
the adjoint bundle of its canonical parabolic reduction.

Corollary 2.1.9. Let X be a stack defined over a field of characteristic 0
and satisfying (†). Then any weak Θ-stratification of X is a Θ-stratification.

Proof. We use the characterization (2) of Lemma 2.1.7. The map ev1 :
Sc → X≤c is by hypothesis, representable, proper, and radicial. It follows
that for any f ∈ Sc(k), the canonical homomorphism of algebraic k-groups
AutSc(f)→ AutX(f(1)) is bijective on k′ points for any field extension k′/k.
If k has characteristic 0, then this implies the map AutSc(f)→ AutX(f(1))
is an isomorphism of group schemes and hence induces an isomorphism of
Lie algebras. �

2.2. First construction of Θ-stratifications. Let X be a stack satisfying
(†) that has a weak Θ-stratification. We have seen in Remark 2.1.3 that the
weak Θ-stratification is determined by an open substack S ⊂ Filt(X) and
a locally constant function µ : S→ Γ. Our goal here is to replace S with
data that is more set-theoretic.

For any B-stack Y satisfying (†), let Irred(Y) denote the set of irreducible
components of |Y|. The open immersion induces inclusions of sets

Irred(Sc) ⊂ Irred(Filt(X≤c)) ⊂ Irred(Filt(X)).
The open and closed substack Sc ⊂ Filt(X≤c) is completely determined by
this subset of Irred(Filt(X)). Thus the weak Θ-stratification of X is encoded
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by a collection of subsets of Irred(Filt(X)) labeled by c ∈ Γ. More formally,
this shows that a weak Θ-stratification is completely specified by the following
data:

1) a set of irreducible components S ⊂ Irred(Filt(X)), and
2) a map to a totally ordered set µ : S → Γ. (8)

Given such data on an arbitrary stack, one can extend µ to a function
|Filt(X)| → Γ by defining

µ(f) = max ({0} ∪ {µ(s)|f lies in irreducible component s ∈ S})

We may assume without loss of generality that suprema exist in Γ, and one
can define a stability function on |X| by

Mµ(p) = sup {µ(f) |f ∈ |Filt(X)| s.t. f(1) = p} ∈ Γ ∪ {∞} (9)

We regard p as unstable if Mµ(p) > 0 and semistable otherwise.

Definition 2.2.1. We say that the data (8) defines a (weak) Θ-stratification
if the subsets

|X|≤c := {p ∈ |X| s.t. Mµ(p) ≤ c} ⊂ |X|
|Filt(X)|c := {f ∈ |Filt(X)| s.t. f lies in S and µ(f) = Mµ(f)} (10)

are open, and the corresponding open substacks X≤c ⊂ X and Sc ⊂ Filt(X)
are the data of a (weak) Θ-stratification of X (Definition 2.1.2).

If one starts with a weak Θ-stratification and extracts the data (8) as
above, then this data will define the original stratification in the sense of
Definition 2.2.1. Of course, different data (8) can define the same weak
Θ-stratification, and not every datum (8) defines a Θ-stratification in this
way.

Theorem 2.2.2. Let X be an algebraic stack satisfying (††) over a locally
noetherian base stack B. Then data as in (8) define a weak Θ-stratification
of X if and only if the following conditions are satisfied:

(1) HN-property: For all finite type unstable points p ∈ X(k), |Flag(p)|
contains a unique point f lying over an irreducible component in S
with µ(f) = Mµ(p). This is the Harder-Narasimhan (HN) filtration
of p.

(2) HN-specialization: For any valuation ring R with fraction field
K and residue field k and any map ξ : Spec(R)→ X whose generic
point is unstable and a HN filtration fK ∈ Flag(ξ)(K) of ξK , one has

µ(fK) ≤Mµ(ξ|Spec(k)),

and when equality holds there is a unique extension of fK to a filtration
fR ∈ Flag(ξ)(R).

(3) Open strata: If Spec(R)→ Filt(X) is a map from a discrete valua-
tion ring essentially of finite type over the base B whose special point
is an HN filtration, then its generic point is an HN filtration as well.



ON THE STRUCTURE OF INSTABILITY IN MODULI THEORY 45

(4) Local finiteness: For any map ϕ : T → X, with T a finite type
affine scheme, there is a finite subset of S such that every unstable
finite type point in T has an HN filtration lying on one of these
irreducible components.

(5) HN-consistency: If f : Θk → X is a HN filtration for f(1), then
Mµ(f(0)) ≤ µ(f).

Alternatively, one can replace conditions (2) and (4) with the following:
(S) Simplified HN-specialization: For any discrete valuation ring

R essentially of finite type over the base B with fraction field K and
residue field k, and for any map ξ : Spec(R)→ X whose generic point
is unstable and a HN filtration fK ∈ Flag(ξ)(K) of ξK , one has

µ(fK) ≤Mµ(ξ|Spec(k)),
and when equality holds there is an extension of discrete valuation
rings R′ ⊃ R with fraction field K ′ such fK |K′ extends to a (not
necessarily unique) filtration fR′ ∈ Flag(ξ)(R′).

(4’) Strong HN-boundedness: For any map ξ : T → X, with T a finite
type affine scheme, there is a quasi-compact subspace of Flag(ξ) that
contains an HN filtration for every unstable finite type point of T .

The proof of this theorem is conceptually straightforward, but the theorem
itself is a useful way of organizing the construction of Θ-stratifications. In
the rest of the paper we will restrict our attention to functions µ and stacks
X for which many of these conditions hold automatically. We can make some
immediate simplifications before developing further theory:

Simplification 2.2.3 (Locally constant µ). In all of the examples studied
in this paper, the function µ will be locally constant, in which case either
“HN-specialization" condition (2) or (S) immediately implies the “open strata"
condition (3), making the latter redundant. We say that µ is locally constant
if it is induced by a pair

S′ ⊂ π0(Filt(X)) and µ′ : S′ → Γ,
in the sense that S is the preimage of S′ under the canonical surjective map
Irred(Filt(X))→ π0(Filt(X)), and µ is the restriction of µ′ along this map.

Proof. The HN-specialization condition implies that the open strata condition
only fails if for some map Spec(R) → Filt(X) whose special point is a HN
filtration, the image of Spec(K) → Filt(X) does not lie on an irreducible
component of S or the value of µ is smaller at the generic point than at the
special point of Spec(R). Neither of these things can happen if µ is locally
constant. �

We say that a stack X satisfying (†) has quasi-compact flag spaces if for any
map ξ : T → X from a finitely presented affine B-scheme and any connected
component Y ⊂ Filt(X) the fiber product Y ×ev1,X,ξ T ⊂ Flag(ξ) is quasi-
compact. This property holds, for instance, for the stack of coherent sheaves
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on a projective scheme X (see Example 1.1.12), and we give a criterion which
guarantees this property for a quasi-compact stack X in Proposition 3.8.2.
Simplification 2.2.4 (Quasi-compact flag spaces). If X has quasi-compact
flag spaces, then the local finiteness condition (4) of Theorem 2.2.2 is equiv-
alent to the HN boundedness condition. It is also equivalent to requiring
a finite set of connected components of Filt(X), rather than a finite set
of irreducible components, such that every unstable point of T has a HN
filtration in Flag(ξ) lying over one of these connected components.
Remark 2.2.5. Note that a stronger condition which immediately implies
the “HN-specialization" condition is the property that for any map ξ :
Spec(R) → X with Mµ(ξ|K) > −∞ and a HN filtration fK : ΘK → X of
ξK , there is unique extension of fK to a filtration fR : Spec(R) → Filt(X)
of ξ. This motivates the definition of Θ-reductive stacks, Definition 5.1.1
below, for which HN-specialization holds automatically for discrete valuation
rings. In Definition 4.1.1 below we provide a method for constructing locally
constant µ, and we will show in Theorem 5.1.9 that a simpler version of the
strong HN-boundedness condition, (B), is equivalent to conditions (1)-(5)
for such µ when X is Θ-reductive.
Proof of Theorem 2.2.2. Let T be a finite type affine scheme and let ξ : T →
X be a smooth map, and let s1, . . . , sn ∈ Irred(Filt(X)) be the irreducible
components capturing all of the HN filtrations of finite type points in T ,
whose existence is guaranteed by either condition (4) or (4′). The fact that ξ
is smooth implies that Flag(ξ)→ Filt(X) is smooth, so there are finitely many
irreducible components Y1, . . . , YN ⊂ Flag(ξ) in the preimage of some si, and
we regard them as subspaces with their reduced structure. By relabelling and
combining components with the same value of µ, we will assume that each
Yi is a finite union of irreducible components of Flag(ξ) such that µ = µi on
each irreducible component, and we will assume that µi < µj for i < j.

Any point p ∈ |T |, not necessarily of finite type, must haveMµ(ξ(p)) ≤ µN .
Indeed if there were some point f ′ ∈ |Flag(ξ)| with µ(f ′) > µN , then the
irreducible component containing f ′ would have to contain finite type points
as well with µ > µN , which would contradict the hypothesis that Y1, . . . , YN
contain HN filtrations for all finite type points of ξ. This implies that any
point f ∈ YN must be an HN filtration for f(1).

The HN-specialization property (2) now implies that for any valuation ring
R with fraction field K and any map Spec(R)→ T with a lift Spec(K)→ YN ,
there is a unique lift to a map Spec(R) → Flag(ξ). Because YN is closed
the lift is actually a map Spec(R) → YN . Thus YN → T satisfies the
valuative criterion for properness, and Lemma 2.2.7 below shows that YN is
quasi-compact and hence proper over T .

At this point we modify the argument if the strong HN-boundedness
condition (4′) holds: we let U ⊂ Flag(ξ) be a quasi-compact open subspace
containing an HN filtration for every unstable finite type point of T . Then
YN ⊂ U , because every finite type point of YN is a HN filtration. Hence
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YN → T is a finite type map of locally noetherian algebraic spaces, and it
is injective on finite type points by the uniqueness of HN filtrations. The
simplified HN-specialization property (S) corresponds to the variant of the
valuative criterion for properness of Lemma 2.2.6 below, which implies that
YN → T is a finite morphism.

Under either sets of hypotheses we have now shown that SN := im(YN →
T ) is closed, and an inductive argument shows that Si :=

⋃
j≥i im(Yj → T )

is closed and the induced map
ev1 : Yi \ ev−1

1 (Si+1)→ T \ Si+1

is proper with image Si. Note also that every point p ∈ |T \Si|, not necessarily
of finite type, has Mµ(p) ≤ µi−1 < µi, so every point with Mµ(p) = µi has
an HN filtration in Yi \ ev−1

1 (Si+1). Applying this observation inductively
shows that every unstable point of T lies in the closed subscheme S1 ↪→ T ,
that all points of the quasi-compact locally closed subspace

Y :=
⋃
i

Yi \ ev−1
1 (Si+1) ⊂ Flag(ξ)

are HN filtrations, and that Y contains an HN filtration of every unstable
point of T , not just the finite type points.

This shows that the set |X≤c| is open as claimed, and thus defines an
open substack X≤c ⊂ X. Now let Sred

c ⊂ Filt(X) denote the union of
irreducible components corresponding to those si for which µ(si) = c, with
reduced structure. Proposition 1.3.1 implies that we have inclusions of
open substacks Filt(X≤c) = gr−1(X≤c) ⊂ ev−1

1 (X≤c) ⊂ Filt(X), and the
HN-consistency property (5) implies that these inclusions become equalities
after intersecting with Sred

c . Thus we have
ev−1

1 (X≤c) ∩Sred
c = Filt(X≤c) ∩Sred

c ,

which implies that the set of points of |Filt(X)| corresponding to HN fil-
trations of points in X with µ = c is actually a subset of |Filt(X≤c)| which
is closed in the subspace topology. Furthermore, this subset | ev−1

1 (X≤c) ∩
Sred
c | ⊂ |Filt(X)| is a constructible subset of the locally finite type B-stack

Filt(X≤c), so the open strata condition (3) implies that this set is open
as well. Thus there is a union of connected components Sc ⊂ Filt(X≤c)
realizing all HN filtrations of points in X for which µ = c. The analyis of
the previous paragraph shows shows that the map ev1 : Sc → X≤c is proper,
and the uniqueness of the HN filtration implies that it is radicial, hence a
weak Θ-stratum.

�

In the previous proof, we used two different variants of the valuative
criterion for properness – one that doesn’t assume separatedness, and one
that doesn’t assume quasi-compactness.

Lemma 2.2.6. A finite type map of noetherian algebraic stacks p : X→ Y
is universally closed if for any discrete valuation ring R essentially of finite
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type over Y and any diagram of solid arrows as below, there is an extension
of discrete valuation rings R′ ⊃ R with fraction field K ′ ⊃ K and a dotted
arrow making the diagram commute:

Spec(K ′) //

��

Spec(K) //

��

X

p

��
Spec(R′)

22

// Spec(R) // Y

.

Furthermore, if p is representable by algebraic spaces and satisfies this condi-
tion, and for any finite type point Spec(k)→ Y the base change Xk contains
a single point, then p is separated, hence finite.
Proof. By [HP, Lem. 2.4.6], it suffices to check that for any finite type
morphism Spec(A) → Y, the base change XA → Spec(A) is closed. By
Chevalley’s theorem, the image of the map |XA| → |Spec(A)| is constructible,
so it suffices to check that it is closed under specialization. Say x lies in the
image and specializes to y. By base changing first to the reduced closure {x}
and then to the local ring of y, it suffices to prove that if XA → Spec(A) is
dominant and A is a local noetherian domain, the closed point of Spec(A)
lies in the image. The local ring R at the exceptional divisor of the blowup
of Spec(A) at the closed point is a DVR essentially of finite type over A such
that Spec(R) → Spec(A) is birational and preserves the respective closed
points. The fact that XA → Spec(A) is dominant implies that we may lift
the morphism Spec(R)→ Spec(A) at the generic point, after a suitable finite
extension of DVR’s, and the valuative criterion of the lemma guarantees that
the special point lifts as well.

Now assume that for any finite type map from a field Spec(k)→ Y, the
base change |Xk| contains a single point. Let us show that the diagonal
X→ X×Y X is universally closed. As this property is smooth local, we may
again assume Y = Spec(A) for some noetherian ring A and that X = X is
a finite type algebraic space over Spec(A). By part (3) of [HP, Lem. 2.4.6]
it suffices to show that the map X × An → (X ×Spec(A) X) × An is closed
for all n ≥ 1. After replacing A with A[x1, . . . , xn] for various n, it thus
suffices to show that X → X×Spec(A)X is closed on topological spaces. Both
|X| → | Spec(A)| and X ×Spec(A) X → Spec(A) are injective on finite type
points, hence injective. We also know, because universally closed maps are
stable under base change and composition, that both maps are closed. It
follows that both |X| and |X×Spec(A)X| are closed subspaces of | Spec(A)| and
thus the surjection |X| → |X ×Spec(A) X| is a homeomorphism, hence closed.
The same argument shows that the double diagonal X → X ×X×Spec(A)X X
is a homeomorphism as well. This shows that X→ X×Y X is separated and
universally closed, hence p is separated.

�

Lemma 2.2.7. Let f : X → Y be a map of algebraic spaces which is locally
of finite presentation and satisfies the valuative criterion of properness (i.e.,
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all valuation rings). If X has finitely many irreducible components, then f
is quasi-compact, hence proper.

Proof. If X has finitely many irreducible components and X ′ → X is a
smooth map, then X ′ has finitely many irreducible components. This allows
us to reduce to showing that if Y = Spec(A) is affine then X is quasi-
compact if it has finitely many irreducible components. It suffices to assume
furthermore that X is reduced and irreducible, and A is an integral domain.

Let K denote the function field of X, and let RZ(K,A) denote the
Riemann-Zariski space, whose points are valuation rings of K that contain A.
The valuative criterion for properness for the map X → Spec(A) implies that
for any valuation ring ofK containing A, there is a unique map Spec(R)→ X
over A. Assigning every valuation ring to the image of its special point defines
a map RZ(K,A)→ |X| which is continuous: the preimage of an affine open
Spec(B) ⊂ X is the subset RZ(K,B) ⊂ RZ(K,A), which is open for the
“Zariski topology” on RZ(K,A). Furthermore, the map RZ(K,A)→ |X| is
surjective, so quasi-compactness of |X| follows from the fact that RZ(K,A)
with its Zariski topology is quasi-compact [M, Thm. 10.5]. �

2.3. Induced stratifications. Let π : Y→ X be a map of algebraic stacks
that satisfy (†), and let Filt(π) : Filt(Y)→ Filt(X) denote the induced map.

Definition 2.3.1. We say that a (weak) Θ-stratum S ⊂ Filt(X) → X
induces a (weak) Θ-stratum in Y if

Filt(π)−1(S) ⊂ Filt(Y) ev1−−→ Y

is a (weak) Θ-stratum whose set-theoretic image is π−1(ev1(S)) ⊂ Y.
Likewise we say a (weak) Θ-stratification {X≤c}c∈Γ of X induces a (weak)

Θ-stratification of Y if each Θ-stratum in X≤c induces a Θ-stratum in
Y≤c := π−1(X≤c) for all c ∈ Γ.

Note that in the previous definition if Y≤c := π−1(X≤c) is an induced
(weak) Θ-stratification, then the stability function Mµ : |Y| → Γ defined as
Mµ(p) = min{c ∈ Γ|p ∈ |Y≤c|} is the restriction of Mµ : |X| → Γ along the
map |Y| → |X|.

Lemma 2.3.2. Let X be a stack satisfying (†) with a (weak) Θ-stratification
{X≤c}c∈Γ, and let Y → X be either an open union of strata or a finite
morphism. Then {X≤c}c∈Γ induces a (weak) Θ-stratification of Y.

Proof. The case of an open union of strata is a straightforward consequence
of the definition, so we focus on the case of a closed immersion. It suffices
to prove the claim for a single (weak) Θ-stratum S→ X. In this case, the
canonical map Filt(Y)→ Filt(X)×X Y is a surjective closed immersion by
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Proposition 1.3.2, and we have a diagram in which each square is Cartesian

Filt(π)−1(S) //

��

Filt(Y)
ev1

++// Filt(Y)×Y X //

Filt(π)
��

Y

π

��
S // Filt(X) ev1 // X

This diagram shows that if S → X is a closed immersion (respectively, a
finite radicial morphism), then so is Filt(π)−1(S)→ Y, and the set theoretic
image of the latter map is the preimage π−1(ev1(|S|)). �

Lemma 2.3.3. Consider a cartesian diagram of stacks satisfying (†)

X′
π′ //

��

X

��
Y′

π // Y

in which Y′ and Y have quasi-finite inertia. Then any (weak) Θ-stratification
in X induces a (weak) Θ-stratification in X′. Conversely if Y′ → Y is
faithfully flat and S ⊂ Filt(X) is a union of connected components for
which Filt(π′)−1(S) ⊂ Filt(X′) is a (weak) Θ-stratum, then S is a (weak)
Θ-stratum.

Proof. Corollary 1.3.17 implies that Filt(X′) ' Filt(X)×XX
′. As in the proof

of Lemma 2.3.2, this implies that for any Θ-stratum S ⊂ Filt(X) the substack
Filt(π′)−1(S) ⊂ Filt(X′) is a Θ-stratum as well. Conversely, if X′ → X is
faithfully flat then Filt(π′) : Filt(X′)→ Filt(X) is as well, because it is the
base change of the map X′ → X. We know that Filt(π′)−1(S) ' S×X X′, so
faithfully flat descent implies that if ev1 : Filt(π′)−1(S) ' S×X X′ → X′ is
a closed immersion (respectively finite and radicial), then so is S→ X. �

Proposition 2.3.4. Let X be a stack satisfying (†) and consider the map
u : Grad(X)→ X

induced by restriction along pt→ pt/Gm. Any Θ-stratification {X≤c}c∈Γ of
X induces a Θ-stratification of Grad(X).

Proof. Corollary 1.1.7 implies that Grad(X≤c) = u−1(X≤c) for all c ∈ Γ, so
it suffices to focus on a single Θ-stratum Sc ⊂ Filt(X≤c)→ X≤c, and we will
drop the subscript c from the notation. We first apply the functor Grad(−)
to the sequence S ⊂ Filt(X) ev1−−→ X to obtain a commutative diagram

Grad(S) //

u

��

Grad(Filt(X))
uFilt(X)
��

Grad(ev1)// Grad(X)

u

��
S // Filt(X) // X

.
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Because S ⊂ Filt(X) is a union of connected components and S→ X is a
locally closed immersion, Corollary 1.1.7 implies that both the outer square
and the left square in this diagram are cartesian.

As an immediate consquence of their description as mapping stacks we
can identify

Filt(Grad(X)) ' Map(Θ× (pt/Gm),X) ' Grad(Filt(X)), (11)
and under this isomorphism we have a canonical identification between the
map uFilt(X) in the commutative diagram above and the application of the
functor Filt(−) to the map u : Grad(X) → X, in other words uFilt(X) '
Filt(uX). Therefore, (11) identifies the union of connected components
Filt(u)−1(S) with Grad(S), and the map ev1 : Filt(u)−1(S)→ Grad(X) is
the base change of ev1 : S→ X along u : Grad(X)→ X, which establishes
that the Θ-stratum S→ X induces a Θ-stratum in Grad(X). �

Remark 2.3.5. One concrete consequence is that if g ∈ Grad(X) is a graded
object whose underlying point u(g) ∈ X is unstable, then the HN filtration
of u(g) lifts uniquely to an HN filtration of g in Grad(X). This can be
shown directly for any graded object for which u(g) admits a unique HN
filtration, even when µ does not define a Θ-stratum. The general statement
underlying this fact is that if x ∈ X(k̄) is a geometric point and S ⊂ Filt(X)
a connected component such that ev−1

1 (x) ∩S has a single k̄ point f , then
any homomorphism from a reduced k-group G→ AutX(x) lifts uniquely to
a homomorphism G→ AutFilt(X)(f).

Let {X≤c}c∈Γ be a Θ-stratification of X, and consider the center Zss
c of

the stratum Sc ↪→ X≤c (Definition 2.1.6). Assume for simplicity that the
stratification is induced by a locally constant µ as in Simplification 2.2.3,
which will always be the case for the stratifications constructed in the
remainder of this paper. For every c ∈ Γ, let Zc ⊂ Grad(X) be a the union
of all connected components meeting the open substack Zss

c ⊂ Grad(X≤c) ⊂
Grad(X). The main consequence of Proposition 2.3.4 is

Corollary 2.3.6. The center Zss
c is the semistable locus of a Θ-stratification

{(Zc)≤c′}c′≥c of Zc induced by the forgetful map u : Zc → X, where c′ = c is
the minimal index. In particular (Zc)≤c′ is the preimage of X≤c′ under u,
and (Zc)≤c′ = ∅ for c′ < c.

Proof. The claim that u : Zc → X induces a Θ-stratification on Zc follows
from Proposition 2.3.4 applied to Grad(X)→ X and Lemma 2.3.2 applied to
Zc → Grad(X).

Let S̄c ⊂ Filt(X) be the union of all connected components which meet
the open substack Sc ⊂ Filt(X≤c) ⊂ Filt(X). Because we have assumed
µ is locally constant, µ is defined and takes the value c on all irreducible
components of S̄c. It follows thatMµ(p) ≥ c for every point in ev1(|S̄c|) ⊂ X
and that Mµ(p) = c if and only if p ∈ ev1(|Sc|). In particular Sc is the
preimage of X≤c ⊂ X under the restriction of ev1 to S̄c ⊂ Filt(X).
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Now making use of Lemma 1.3.8, we see that Zc = σ−1(S̄c) ⊂ Grad(X),
and combining this with the fact that ev1 ◦σ ' u shows that Zss

c ⊂ Zc is the
preimage of X≤c ⊂ X under u. In order to identify Zss

c with the “semistable”
locus for the induced Θ-stratification of Zc in the sense of Definition 2.1.2,
we must verify the preimage of X≤c′ is empty for any c′ < c. This follows
from the fact that Mµ(u(g)) = Mµ(ev1(σ(g))) ≥ c for any g ∈ |Zc| �

3. Combinatorial structures in moduli theory

In this section, given a stack X and a k-point p ∈ X(k), we introduce the
degeneration space Deg(X, p) (Definition 3.2.2), which encodes all possible
filtrations of p up to the action of N×. Under fairly general hypotheses
on X it is a compactly generated Hausdorff space by Proposition 3.2.9
and Proposition 3.1.22. Deg(X, p) is defined as the “projective” geometric
realization of a formal fan DF(X, p)•, a type of combinatorial object that we
introduce in Definition 3.1.1, which behaves somewhat like a semisimplicial
set.
Example 3.0.1. For the stack X = A2/G2

m and the point p = (1, 1), any pair
of nonnegative integers, (a, b), defines a group homomorphism Gm → G2

m

which extends to a map of quotient stacks f : Θ → A2/G2
m along with

an isomorphism f(1) ' (1, 1), and the morphism f corresponding to the
pair (na, nb) is the pre-composition with the n-fold ramified cover Θ→ Θ.
Thus non-degenerate filtrations of (1, 1) ∈ A2/G2

m (up to ramified coverings)
correspond to rational rays in the cone (R≥0)2. We identify this, in turn, with
the set of rational points in the unit interval (R2

≥0 \ 0)/R×>0, and Deg(X, p)
is this interval. Note that Deg(X, p) parameterizes filtrations of p, but a
path in Deg(X, p) does not correspond to an algebraic family of filtrations.
In this case Flag(p) for p = (1, 1) ∈ A2/G2

m is an infinite disjoint union of
points, one for every pair of nonnegative integers (a, b).

More generally, when X is a toric variety and X = X/T , DF(X, p)•
encodes the classical fan in the cocharacter space of T associated to X
(Lemma 3.2.6), and when X = pt/G for a split semisimple algebraic group
G, Deg(X, p) is canonically homeomorphic to the spherical building of G
(Proposition 3.3.1). In addition, a proper representable morphism of stacks
induces a homeomorphism of degeneration spaces, and an affine morphism
of stacks induces a locally convex closed embedding of degeneration spaces
(Proposition 3.2.12).

Our main technical result, Theorem 3.5.3, identifies small perturbations of a
given filtration f : Θk → X with small perturbations of the canonical filtration
of the associated graded point gr(f). More precisely, gr(f) receives a canonical
filtration c as a point in Grad(X), and the theorem identifies a neighborhood
of c ∈ Deg(Grad(X), gr(f)) with a neighborhood of f ∈ Deg(X, ev1(f)).
This concept plays an important role in Section 4.

The second pair of objects we introduce is the component fan CF(X)•
and its projective geometric realization C omp(X), the component space
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(Definition 3.6.1). These parameterize all possible filtrations in X up to
deformation equivalence, i.e., connected components of Filt(X). The key
fact is that C omp(X) is compact when X is quasi-compact (Corollary 3.6.8).
We will also show how to construct continuous functions on C omp(X) from
cohomology classes in H2n(X;R), which we will use to construct numerical
invariants of filtrations in Section 4. Finally, we use the component space to
give a criterion in Proposition 3.8.2 under which X has quasi-compact flag
spaces.

3.1. Formal fans and their geometric realizations. The basic combi-
natorial objects which we study, formal fans, are analogous to semisimplicial
sets.

Definition 3.1.1. We define a category of integral simplicial cones Cone to
have

• objects: positive integers [n] with n > 0,
• morphisms: a morphism φ : [k]→ [n] is an injective group homomor-
phism Zk → Zn which maps the standard basis of Zk to the cone
spanned by the standard basis of Zn.

We define the category of formal fans

Fan := Fun(Coneop, Set)

For F ∈ Fan we use the abbreviated notation Fn = F ([n]) and refer to this
as the set of cones. We refer to the elements of F1 as rays.

Given a formal fan F•, in analogy with the theory of semisimplicial
sets we define the face maps di : Fn → Fn−1 for i = 1, . . . , n to be the
maps induced by the homomorphism Zn−1 → Zn mapping (x1, . . . , xn−1) 7→
(x1, . . . , xi−1, 0, xi, . . . , xn). We also introduce the vertex maps vi : Fn → F1
for i = 1, . . . , n induced by the group homomorphism Z→ Zn which is the
inclusion of the ith factor.

For any F ∈ Fan, we can define two notions of geometric realization. First
form the comma category (Cone|F ) whose objects are elements ξ ∈ Fn and
morphisms ξ1 → ξ2 are given by morphisms φ : [n1]→ [n2] with φ∗ξ2 = ξ1.
There is a canonical functor (Cone|F )→ Top assigning ξ ∈ Fn to the cone
(R≥0)n spanned by the standard basis of Rn. Using this we can define the
geometric realization of F

|F | := colim
(Cone|F )

(R≥0)n = colim
[n]∈Cone

Fn × (R≥0)n

This is entirely analogous to the geometric realization functor for semisimpli-
cial sets.

The map Rk≥0 → Rn≥0 corresponding to a map [k] → [n] in Cone takes
integral points Zk≥0 ⊂ Rk≥0 to Zn≥0. For any fan F•, we define the set of
integral points of |F•| to be the image of the defining maps Zn≥0 → |F•|.
Alternatively, the set of non-zero integral points of |F•| is in bijection with



54 DANIEL HALPERN-LEISTNER

the set of rays, where σ ∈ F1 is identified with the image of 1 ∈ R≥0 under
the map R≥0 → |F•| corresponding to σ.

Given a map [k]→ [n] in Cone, the corresponding linear map φ : Rk → Rn
is injective and equivariant with respect to scaling by R×>0. φ descends to a
an injective map ∆k−1 → ∆n−1, where ∆n−1 = ((R≥0)n − {0}) /(R>0)× is
the standard (n− 1)-simplex realized as the space of rays in (R≥0)n. Thus
for any F ∈ Fan we have a functor (Cone|F ) → Top assigning ξ ∈ Fn to
∆n−1. We define the projective realization of F to be

P(F ) := colim
ξ∈(Cone|F )

∆ξ = colim
[n]∈Cone

Fn ×∆n−1

where the notation ∆ξ denotes a copy of the standard n− 1 simplex formally
indexed by ξ ∈ Fn.4 We refer to the map ξ : ∆ξ → P(F•) as a rational
simplex of P(F•) and when n = 1 we call this a rational point of P(F•).

Example 3.1.2. For a representable fan, h[n](•) = HomCone(•, [n]), the
category (Cone|h[n]) has a single terminal object, the identity map on [n].
Hence |h[n]| ' (R≥0)n and P(h[n]) ' ∆n−1. For any other fan F• and ξ ∈ Fn,
the corresponding map on geometric realizations P(h[n]) → P(F•) is the
rational simplex ξ : ∆ξ → P(F•).

Example 3.1.3. One can define a fan F• whose cones are the same as the
cones of h[2], except that F1 is the quotient of h[2]([1]) by the equivalence
relation which identifies the two boundary rays (corresponding the homo-
morphisms φ(e0) = e1 and φ(e0) = e0). Then |F•| has the shape of a rolled
paper cone, P(F•) is a circle, and the rational simplex P(h[2]) → P(F•) is
the non-injective map from the closed unit interval to the circle obtained by
identifying its endpoints.

Remark 3.1.4. As an alternative description of P(F•), we observe that
injective maps (R≥0)k → (R≥0)n arising in the construction of |F | are equi-
variant with respect to the action of R×>0 on (R≥0)n by scalar multiplication,
and thus |F | has a canonical continuous R×>0-action. Commuting colimits
shows that

P(F ) ' (|F | − {∗})/R×>0

as topological spaces, where ∗ ∈ |F | is the cone point corresponding to the
origin in each copy of (R≥0)n.

The terminology of formal fans and cones is motivated by the following
construction, which establishes a relationship between formal fans and the
classical notion of a fan in a vector space.

Construction 3.1.5. A subset K ⊂ RN which is invariant under multipli-
cation by R×≥0 is called a cone in RN . Given a set of cones Kα ⊂ RN , we

4When we wish to emphasize the dimension of the simplex, we will denote it ∆n−1
ξ .
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define

Rn({Kα}) :=
{

injective homomorphisms φ : Zn → ZN s.t.
∃α s.t. φ(ei) ⊂ Kα, ∀i

}
(12)

These sets naturally form an object R•({Kα}) ∈ Fan.

Remark 3.1.6. We use the phrase classical fan to denote a collection of
rational polyhedral cones in RN such that a face of any cone is also in the
collection, and the intersection of two cones is a face of each. If Kα ⊂ RN
are the cones of a classical fan Σ, it is possible to reconstruct the partially
ordered set of cones in Σ partially ordered by inclusion from the data of
R•({Kα}). Likewise one can recover the original Kα ⊂ Rn from the data of
the inclusion R•({Kα}) ⊂ R•({Rn}).

Lemma 3.1.7. Let Kα ⊂ RN be a finite collection of cones, each of which
is a finite union of rational polyhedral cones. Then the canonical map
|R•({Kα})| →

⋃
Kα is a homeomorphism. Furthermore, P(R•({Kα})) '

SN−1 ∩
⋃
αKα via the evident quotient map RN − {0} → SN−1.

Proof. By considering all intersections of rational polyhedral cones and their
faces appearing in the description of some Kα, we may assume there is a
classical fan Σ = {σi} in RN such that each σi is contained in some Kα

and each Kα is the union of some collection of σi. By further refinement
we may assume that Σ is simplicial, and that the ray generators of each σi
form a basis for the lattice generated by σi ∩ ZN . Consider the formal fans
F• = R•({Kα}) and F ′• = R•({σi}). By hypothesis F ′• is a subfunctor of
F•. Hence we have a functor of comma categories (Cone|F ′)→ (Cone|F ) and
thus a map of topological spaces |F ′| → |F | which commutes with the map
to RN .

We can reduce to the case when {Kα} = {σi}. Indeed the map |F ′| → |F |
is surjective because any point in Kα lies in some σi. If the composition
|F ′| → |F | →

⋃
αKα =

⋃
σi were a homeomorphism it would follow that

|F ′| → |F | was injective as well, and one could use the inverse of |F ′| →⋃
αKα to construct and inverse for |F | →

⋃
αKα.

For a single simplicial cone σ ⊂ RN of dimension n whose ray generators
form a basis for the lattice generated by σ ∩ ZN , we have R•(σ) ⊂ R•(RN )
is isomorphic to h[n](•). The terminal object of (Cone|h[n]) corresponds to
the linear map Rn → RN mapping the standard basis vectors to the ray
generators of σ, and thus |R•(σ)| → σ is a homeomorphism.

Let σmax
1 , . . . , σmax

r ∈ Σ be the cones which are maximal with respect to
inclusion and let ni be the dimension of each. Let σ′ij := σmax

i ∩ σmax
j ∈ Σ,

and let nij denote its dimension. Then by construction

F := R•({σi}) ' coeq

⊔
i,j

hnij ⇒
⊔
i

hni


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as functors Coneop → Set. Our geometric realization functor commutes with
colimits, so it follows that

|F | = coeq

⊔
i,j

σ′ij ⇒
⊔
i

σmax
ij


Which is homeomorphic to

⋃
σi under the natural map |F | → RN . The final

claim follows from the fact that P(F ) ' (|F | − {0})/R×>0. �

Example 3.1.8. Objects of Fan describe a wider variety of structures than
classical fans. For instance if K1 and K2 are two simplicial cones which
intersect but do not meet along a common face, then R•(K1,K2) will not be
equivalent to R•({σi}) for any classical fan Σ = {σi}.

Example 3.1.9. The category Fan is broad enough to include some patho-
logical examples. For instance, if K ⊂ R3 is the cone over a circle which is
not contained in a linear subspace, then |R•(K)| consists of the rational rays
of K equipped with the discrete topology and is not homeomorphic to K.

Another example: if K ⊂ R2 is a convex cone generated by two irrational
rays, then |R•(K)| is the interior of that cone along with the origin. There
are also examples of fans whose geometric realizations are not Hausdorff,
such as multiple copies of the standard cone in R2 glued to each other along
the set of rational rays.

3.1.1. Some useful lemmas.

Lemma 3.1.10. Let F be a fan and let x ∈ P(F ) be a point lying in the
image of two rational simplices ∆σi → P(F ). Then there is a ξ ∈ (Cone|F )
with maps ξ → σi such that x lies in the image of ∆ξ → P(F ).

Proof. By the definition of P(F ) as a colimit, it is the quotient of the set⊔
σ∈(C|F ) ∆σ by the equivalence relation generated by x ∼ φ(x) for the maps

φ : ∆σ1 → ∆σ2 induced by morphisms in (Cone|F ). The lemma follows from
an alternative description of this equivalence relation: points x1 ∈ ∆σ1 and
x2 ∈ ∆σ2 are equivalent if there exists a diagram in (Cone|F ) of the form
σ1 ← ξ → σ2 and a point y ∈ ∆ξ mapping to x1 and x2. This relation is
clearly symmetric and reflexive, so we must show transitivity.

Consider a diagram of the form σ1 ← ξ1 → σ2 ← ξ2 → σ3 and points
yi ∈ ∆ξi and xi ∈ ∆σi which are identified by these maps. The corresponding
maps ∆ξ1 ↪→ ∆σ2 and ∆ξ2 ↪→ ∆σ2 are embeddings of simplices with rational
vertices, and hence their intersection in ∆σ2 is a polyhedron with rational
vertices, which contains the point y1 = y2 = x2. It follows that there is
some simplex with rational vertices in ∆σ2 containing x2, which defines a
ξ′ ∈ (Cone|F ) mapping to ξ1 and ξ2 and a point y′ ∈ ∆ξ′ mapping to y1
and y2. Thus we have a diagram of the form σ1 ← ξ′ → σ3 exhibiting the
equivalence x1 ∼ x3. �

We can formulate the previous lemma a bit more generally.
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Lemma 3.1.11. For any maps of fans F, F ′ → G, the canonical map
P(F ×G F ′)→ P(F )×P(G) P(F ′) is surjective.
Proof. Let S = P(F )×P(G) P(F ′). Any point in S can be represented by a
pair of rational simplices ξ ∈ Fn and ξ′ ∈ F ′n′ and two points x ∈ ∆ξ and
x′ ∈ ∆ξ′ which map to the same point in P(G). Lemma 3.1.10 implies that
we can find subcones of ξ and ξ′ which map to the same cone in G and whose
corresponding rational simplex contains a point which maps to both x and x′.
This defines a point in P(F ×G F ′) mapping to our original point in S. �
Lemma 3.1.12. If F → G is a map of fans such that P(F ) → P(G) is
surjective, then for any fan F ′ and map F ′ → G, the map P(F ′×GF )→ P(F ′)
is surjective.
Proof. This is an immediate corollary of the previous lemma and the fact
that surjective maps of topological spaces are stable under base change. �
Lemma 3.1.13. If F• → G• is an injective (respectively surjective) map of
fans, then so is P(F•)→ P(G•).
Proof. Lemma 3.1.10 implies that if two points in x0, x1 ∈ P(F•), represented
by cones σ1, σ2 in F• with a choice of real ray in each, map to the same
point in P(G•), then there is a cone and real ray in G• which is a subcone of
the image of both σ1 and σ2. Because the map F• → G• is injective and its
image is closed under taking subcones, this new cone must lie in F• as well.
The corresponding claim for surjectivity is immediate from the definition of
P(G•). �

Corollary 3.1.14. Let f : F• → G• be a map of fans and let P(f) : P(F•)→
P(G•) be the induced map. Then

(1) im(P(f)) = P(im(f)) where im denotes the image of a map of fans
or topological spaces, and

(2) if G′• → G• is a map and f ′ : F• ×G• G′• → G′• is the base change,
then im(P(f ′)) is the preimage of im(P(f)) ⊂ P(G•) in P(G′•).

Proof. The first claim is an immediate consequence of Lemma 3.1.13 and
the definition of the image in both categories as the unique factorization of a
map as a surjection followed by an injection. The second then follows from
this and Lemma 3.1.12. �

Note that as a consequence of part (2) of this corollary, for any two subfans
F•, F

′
• ⊂ G•, we have P(F•) ∩ P(F ′•) = P(F• ∩ F ′•) as subsets of P(G•).

3.1.2. Boundedness of fans. We shall sometimes restrict to a class of fans
whose projective realizations exhibit fewer pathologies.
Definition 3.1.15. We say that a fan is bounded if P(F ) is covered by
finitely many rational simplices, and a map F → G is bounded if for any cone
h[n] → G, the fiber product F ×G h[n] is bounded. We say that a fan F is
quasi-separated if for any pair of cones h[n0], h[n1] → F , the fan h[n0] ×F h[n1]
is bounded.
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Remark 3.1.16. Note that if K ⊂ Rn is a rational polyhedral cone which
is not simplicial, then R•({K}) does not admit a surjection from a finite
union of representable fans h[n], but R•({K}) is still bounded in the above
sense. On the other hand, a surjective map of fans F• → G• induces a
surjection P(F•)→ P(G•). Therefore F• is bounded if it admits a surjection⊔N
i=1 h[ni] → F•.

Lemma 3.1.17. A fan G is quasi-separated if and only if for any bounded
fan F , the map F → G is bounded.

Proof. The “if” direction is immediate from the definitions, taking F = h[n]
in the statement of the lemma. For the “only if” direction, let h[m] → G be a
cone, and let

⊔
i h[ni] → F be a map which is surjective after applying P(−).

Then
⊔
i P(h[ni] ×G h[m])→ P(F ×G h[m]) is surjective by Lemma 3.1.12, so

the latter is bounded if the former is. �

Remark 3.1.18. The notion of boundedness is analogous to quasi-compactness
in algebraic geometry, and the notion of a quasi-separated fan is analo-
gous to that of a quasi-separated algebraic space, which is an algebraic
space X such that for any pair of maps Spec(Ai) → X the fiber product
Spec(A1) ×X Spec(A2) is a quasi-compact and quasi-separated algebraic
space.

An algebraic space is quasi-separated if and only if the diagonalX → X×X
is quasi-compact. For fans, however, the condition that F → F × F is
bounded is weaker than F being quasi-separated. The equivalence fails
because h[n] × h[m] is not bounded for m 6= n. This is related to the failure
of P(−) to commute with products. Presumably this deficiency can be
addressed by reformulating the theory using a category Cone which allows
degenerate maps between cones, just as the theory of simplicial sets addresses
similar deficiencies in the theory of semisimplicial sets. We hope to return to
this point elsewhere.

Lemma 3.1.19. Let ψ : F → G be a bounded map of fans. Then ψ : P(F )→
P(G) is a closed map whose fibers are finite sets. The image of this map
restricted to any rational simplex of P(G) is a finite union of closed rational
sub-simplices.

Proof. Given a rational simplex ξ : ∆n
ξ → P(G), one can find a surjection

from a finite union of rational simplices⊔
i

∆σi � P(F ×G h[n+1])� P(F )×P(G) ∆n
ξ ,

by Lemma 3.1.11. Let p1 and p2 denote the projection from
⊔
i ∆σi to P(F )

and ∆n
ξ respectively. Then for any closed set S ⊂ P(F ),

ξ−1(ψ(S)) = p2(p−1
1 (S)).

All three claims follow from the fact that p2 is a closed map with finite
fibers. �
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Lemma 3.1.20. If ψ : F• → G• is a bounded map of fans, then P(ψ) :
P(F•) → P(G•) is injective (resp. surjective) if and only if it is injective
(resp. surjective) on rational points.
Proof. Assume that P(ψ) is surjective on rational points. Lemma 3.1.19
implies that the image of P(ψ) restricted to each rational simplex ∆ξ → P(G•)
is a finite union of rational subsimplices. If this finite union contains all
rational points of ∆ξ, then it must cover ∆ξ, so P(ψ) is surjective. �

Corollary 3.1.21. If F ⊂ G is a bounded injective map of fans, then
P(F ) → P(G) is a closed embedding, and its preimage under any rational
simplex ∆ξ → P(G) is a finite union of rational sub-simplices.
Proof. Combine Lemma 3.1.19 and Lemma 3.1.13. �

Proposition 3.1.22. Let F be a quasi-separated fan. Then any rational
simplex ∆ξ → P(F ) is a closed map, and P(F ) is a Hausdorff space whose
topology is compactly generated by the images of rational simplices.
Proof. The fact that an rational simplex is a closed map is Lemma 3.1.19.
Once we know this, we see from the definition of the colimit topology that a
subset of P(F ) is closed iff its intersection with the compact subset ξ(∆ξ)
is closed for all rational simplices, so the topology on P(F ) is compactly
generated.

We show that P(F ) is Hausdorff by showing that the diagonal P(F ) ↪→
P(F )× P(F ) is a closed subset. Writing F =

⋃
α Fα as a union of bounded

subfans, we have that P(F ) =
⋃
P(Fα), because P(−) commutes with colimits.

This colimit is filtered, so P(F )×P(F ) =
⋃
α,β P(Fα)×P(Fβ) with the colimit

topology. It therefore suffices to show that for each α and β the preimage of
the diagonal under the map

P(Fα)× P(Fβ)→ P(F )× P(F )
is a closed subset.

The fans Fα are bounded by hypotheses and quasi-separated because they
are sub-fans of a quasi-separated fan, so P(Fα) admit closed surjections from
a finite disjoint union of rational simplices. This allows one to reduce the
claim to showing that for any two rational simplices ξi : ∆ξi → P(F ), the
preimage of the diagonal under the map ∆ξ1 × ∆ξ2 → P(F ) × P(F ) is a
closed subset. We can identify this preimage with ∆ξ1 ×P(F ) ∆ξ2 , which
by Lemma 3.1.11 is covered by finitely many rational simplices because
h[n1] ×F h[n2] is bounded. Hence the preimage of the diagonal in ∆ξ1 ×∆ξ2
is closed. �

In fact we can be even more precise:
Lemma 3.1.23. Let G be a quasi-separated fan. Then for any finite collec-
tion of cones ξi ∈ Gni, the image of

⊔
∆ξi → P(G) is the quotient of

⊔
∆ξi

by a closed equivalence relation
R ⊂ (

⊔
i

∆ξi)× (
⊔
i

∆ξi)
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which is a union of finitely many closed subsets ∆k ↪→ (
⊔
i ∆ξi) × (

⊔
i ∆ξi)

obtained from a pair of rational sub-simplices ∆k ↪→ ∆ξi and ∆k ↪→ ∆ξj .
Proof. Writing

⊔
i ∆ξi = P(

⊔
h[ni]), R = P(

⊔
h[ni])×P(G) P(

⊔
h[ni]) is covered

by the image of⊔
i,j

P(h[ni] ×F h[nj ])→ P(
⊔
h[ni])× P(

⊔
h[ni]),

by Lemma 3.1.11, which in turn is covered by finitely many rational sim-
plices by hypotheses. For each rational simplex ∆k

σ → P(h[ni] ×F h[nj ]), the
projection onto each factor P(

⊔
h[ni]) is a closed embedding, and hence so is

the map from ∆k
σ to the product. �

Corollary 3.1.24. Let ψ : F• → G• be a map of fans, with F• quasi-
separated. Then P(ψ) : P(F )→ P(G) is injective if and only if it is injective
on rational points.
Proof. Assume that P(ψ) is injective on rational points. Consider two points
x, x′ ∈ P(F ) which map to the same point in P(G). Using Lemma 3.1.10
one can find two cones ξ, ξ′ ∈ Fn which map to the same cone in Gn along
with a point y ∈ ∆n−1 such that x and x′ are the image of y under the
two rational simplices ξ, ξ′ : ∆n−1 → P(F ). By Lemma 3.1.23 the image of
the map ∆n−1

ξ t∆n−1
ξ′ → P(F ) is the quotient of these two simplices by a

closed equivalence relation R ⊂ (∆n−1
ξ t∆n−1

ξ′ )× (∆n−1
ξ t∆n−1

ξ′ ). Because
P(ψ) is injective on rational points, the relation R identifies corresponding
rational points on ∆n−1

ξ and ∆n−1
ξ′ , but because it is closed it must identify

non-rational points as well. Hence x = x′ ∈ P(F ). �

3.1.3. Realizable sets.
Definition 3.1.25. Let F• be a fan. We say that a subset of P(F•) is
realizable if it is of the form P(G•) ⊂ P(F•) for some sub-fan G• ⊂ F•.

By part (1) of Corollary 3.1.14, a subset of P(F•) is realizable if and only if
it is a union of the images of some collection of rational simplices ∆ξ → P(F ).
In addition, a subset U ⊂ P(F•) is realizable if and only if its preimage under
any rational simplex ∆ξ → P(F•) is realizable.
Example 3.1.26. Any open subset of P(F•) is realizable, because any open
subset of a simplex ∆ξ is a union of sub-simplices.

Note that for a realizable set U ⊂ P(F•), there is a canonical subfan
G• ⊂ F• for which P(G•) = U – G• consists of all cones ξ for which
∆ξ → P(F•) factors through U . The canonical fan realizing U is also the
largest fan realizing U .
Lemma 3.1.27. The set of realizable subsets of P(F•) is closed under finite
intersections and arbitrary unions.
Proof. This follows from the fact that P(−) commutes with arbitrary colimits
and finite intersections of subfans (see Corollary 3.1.14). �
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3.1.4. Convexity and fans. Let U ⊂ Rn≥0 be a convex subset. For any map
[m] → [n], the preimage in Rm≥0 of U under the corresponding linear map
Rm≥0 → Rn≥0 is also convex. For any F• ∈ Fan, the space |F•| consists of
copies of Rn≥0 glued along linear maps.

Definition 3.1.28. For F• ∈ Fan, a subset U ⊂ |F•| is said to be locally
convex if for any cone σ ∈ Fn, the preimage of U under the corresponding
map Rn≥0 → |F•| is convex. Likewise a subset U ⊂ P(F•) is said to be locally
convex if its preimage under the projection |F•| − {∗} → P(F•) is convex.
We say that U ⊂ P(F•) is convex if it is locally convex, realizable, and any
two rational points are connected by a rational 1-simplex. 5

Many of the formal properties of convex sets are local and thus generalize
to locally convex subsets of |F•| and P(F•). For instance, the whole space
is a locally convex subset, and the intersection of any collection of locally
convex subsets is locally convex, so for every S ⊂ P(F•) or S ⊂ |F•| there
is a unique smallest locally convex subset containing S, which we call the
locally convex hull of S.

Lemma 3.1.29. A subset U ⊂ P(F•) is locally convex if and only if for any
rational simplex ∆n → P(F•) and points x1, x2 ∈ ∆ → P(F•) mapping to U ,
every point in the line segment joining x1 and x2 in ∆n also maps to U .6

Proof. From the definition and the fact that colimits commute with quotients
reduces the lemma to the following claim: if π : Rn+1

≥0 − {0} → ∆n is the
quotient projection and ι : ∆n ↪→ Rn+1

≥0 is the standard embedding, then
for any subset U ⊂ ∆n the subset ι(U) ⊂ Rn+1 is convex if and only if
π−1(U) ⊂ Rn+1 is convex. This follows from the fact that the image of a
line segment under π is a line segment in ∆n. �

Remark 3.1.30. If {Kα} is a collection of cones in Rn and U ⊂ |R•({Kα})| '⋃
αKα is convex in the usual sense for subsets of Rn, then it is locally convex

in the sense of Definition 3.1.28. The converse is not true, though. For
example if

⋃
Kα = Rn, then the open subset Rn − {0} ⊂ Rn is locally

convex.

Recall that a function Φ defined on a convex subset U ⊂ Rn≥0 is concave
if Φ(tx + (1 − t)y) ≥ tΦ(x) + (1 − t)Φ(y) for distinct points x, y ∈ U and

5The conventional notion of a convex subset of the standard simplex ∆n does not
include the realizablity condition. Realizability is necessary to avoid certain pathologies
that are introduced by only considering only line segments with rational endpoints. For
instance, consider two cones σ1, σ2 ⊂ R2 which are disjoint away from the origin, and
let F• = R•{σ1, σ2}. Let U ⊂ P(F•) be the union of a non-rational point in ∆σ1 and
a non-rational point in ∆σ2 . This U satisfies the definition of convexity without the
realizability condition, but it does not have the usual properties of a convex set.

6For the purposes of defining the line segment joining two points, we regard ∆n as
embedded in Rn+1

≥0 as the points (p0, . . . , pn) where p0 + · · ·+ pn = 1. This notion of line
segment does not depend on the choice of affine linear embedding ∆n ↪→ Rm.
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t ∈ (0, 1), and it is strictly concave if strict inequality holds. This notion is
preserved by restriction along a linear map Rm≥0 → Rn≥0, so we may define a
function Φ(x) on a locally convex subset U ⊂ |F•| to be (strictly) concave
if for every cone σ ∈ Fn the restriction of Φ(x) along the canonical map
Rn≥0 → |F•| is a (strictly) concave function on the preimage of U .
Warning 3.1.31. The line segment joining two points in ∆n does not have
a canonical parameterization. Consider two vectors v0, v1 ∈ Rn+1

≥0 − {0}
with distinct image under the quotient map π : Rn+1

≥0 − {0} → ∆n. Define
vt = tv1 + (1 − t)v0, so that {π(vt)|t ∈ [0, 1]} is the line segment joining
the two points in ∆n. If we instead let v′i = λivi for i = 0, 1 and define
v′t = tv′1 + (1− t)v′0, then

π(v′t) = π

(
tα1

tα1 + (1− t)α0
v1 + (1− t)α0

tα1 + (1− t)α0
v0

)
= π(vτ ),

where τ = tα1/(tα1 + (1− t)α0). Both π(v′t) and π(vτ ) are parameterizations
of the same line segment in ∆n, but the change of coordinate from τ to t
is not affine-linear and does not preserve concave functions, so there is no
notion of a concave function on P(F•). Informally, while |F•| has a canonical
affine structure, the space P(F•) only has a canonical convex structure.
Definition 3.1.32. Let U ⊂ P(F•) be a locally convex subset, and let Γ
be a totally ordered set. We say that a function Φ : U → Γ is quasi-
concave if for any rational simplex ∆n → P(F•) and any three distinct points
x0, x1, x2 ∈ ∆n mapping to U such that x1 lies in the interior of the line
segment joining x0 and x2, we have

Φ(x1) ≥ min(Φ(x0),Φ(x2)),
with Φ(x0) = Φ(x2) whenever equality holds.7 We say Φ is strictly quasi-
concave if this inequality holds strictly for all such points.

One nice property of quasi-concave functions is that if Φ is quasi-concave
and m : Γ→ Γ is strictly monotone increasing, the m ◦ Φ is quasi-concave.
Lemma 3.1.33. Let U ⊂ P(F•) be a convex subspace, let Γ be a totally
ordered set, and let Φ : U → Γ be a quasi-concave function that is lower
semi-continuous, i.e., {x ∈ U |Φ(x) ≤ c} is closed for any c ∈ Γ. Then any
rational point that is a local maximum for Φ is a global maximum of Φ, and
there can be at most 1 such rational point if Φ is strictly quasi-concave.
Proof. Let x ∈ U be a rational point that is a local maximum. If y ∈ U is
another rational point, then we can find a rational 1-simplex in U which
connects x and y. The restriction of Φ to this 1-simplex is a quasi-concave
function with a local maximum at the endpoint corresponding to x, and
it follows from the definition that x is the global maximum along this 1-
simplex, and it is the unique global maximum of Φ is strictly quasi-concave,

7Some definitions elsewhere of quasi-concavity do not require Φ(x0) = Φ(x2) when
equality holds, but this will be useful for our applications.
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so Φ(x) ≥ Φ(y) with strict inequality if Φ is strictly quasi-concave. Now if
y ∈ U is any point, the fact that U is realizable implies that we can find
a sequence of rational points converging to y, and then the fact that Φ is
lower semi-continuous implies that Φ(x) ≥ Φ(y) as well. Hence x is a global
maximum.

�

We note that without further hypotheses, Φ can achieve a maximum at
more than one non-rational point.

Example 3.1.34. Let F• be the quotient of h[2] t h[2] by the equivalence
relation identifying corresponding 1-cones in each summand. Then P(F•)
is two copies of ∆1 glued along corresponding pairs of rational points, and
U = P(F•) is convex. Choose a strictly quasi-concave function on ∆1 which
achieves its maximum at a non-rational point. Then this function defines a
strictly quasi-concave function Φ : U → R which has two global maxima.

More generally, we have the following variant of the extreme value theorem:

Lemma 3.1.35. Let F• be a fan, let U ⊂ P(F•) be a compact subspace, and
let Γ be a totally ordered set. If Φ : U → Γ is an upper semi-continuous
function, i.e., {x ∈ U |Φ(x) < c} is open for all c ∈ Γ, then:

(1) Φ obtains a global maxumim at some point x ∈ U ; and
(2) If furthermore F• is quasi-separated, U ⊂ P(F•) is convex, and Φ is

continuous and strictly quasi-concave, then x is also the unique local
maximum of Φ.

Proof. It suffices to embed Γ ⊂ Γ̄ into a totally ordered set such that every
subset of Γ̄ has a supremum, and then to prove the claims for the composition
U → Γ̄. We will therefore assume that suprema exist in Γ.

Proof of (1): Because U is compact and covered by the open subsets
Φ−1((−∞, c)), it must be equal to one of these subsets. It follows that
Φ is bounded above, so M := sup(Φ(U)) ∈ Γ exists.

Suppose that M /∈ Φ(U). If y ∈ U had Φ(y) ≥ c for all c < M , then Φ(y)
would be an upper bound for Φ(U) that is < M . Thus the open subsets
Φ−1((−∞, c)) for c < M cover U . Compactness of U then implies that
U = Φ−1((−∞, c)) for some c < M , which contradicts the definition of M as
the supremum of Φ(U). Therefore M ∈ Φ(U), i.e., the supremum is achieved
at some point in U .

Proof of (2): Let x ∈ U be a local maximum of Φ with value m := Φ(x).
First we show that S := Φ−1([m,∞)) is connected. If m′ := sup({c ∈

Γ|c < m}) < m, then S = Φ−1((m′,∞)) is an open subset that is convex
because Φ is quasi-concave, and this implies that it is connected. If m′ = m,
then we have

S =
⋂
c<m

Φ−1((c,∞)),
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where the closure is taken in U . The sets Φ−1((c,∞)) have convex, non-
empty interiors, so they are connected. It follows from the fact that U
is Haudorff by Proposition 3.1.22 and compact by hypothesis that S is
connected [E, Theorem 6.1.18].

For any rational simplex ∆ξ → U and point x̃ mapping to x, the strictly
quasi-concave function Φ|∆ξ

obtains a local maximum at x̃ and hence x̃ is
the unique global maximum of Φ|∆ξ

. It follows that if ξ−1(S) ⊂ ∆ξ contains
a point in the preimage of x, it cannot contain any other point. This implies
that the singleton {x} ⊂ S is a closed subset whose complement is also closed.
Because S is connected, this implies S = {x}. Hence x is the unique global
maximum. �

3.2. The degeneration space Deg(X, p). For any field k, we introduce the
2-category of pointed k-stacks, Stk as follows: objects are k-stacks X whose
inertia group is representable and separated over X along with a fixed k-point
p : Spec k → X over Spec(k). A 1-morphism in this category is a 1-morphism
of k-stacks ψ : X→ X′ along with an isomorphism p′ ' ψ ◦ p, subject to the
constraint that ψ∗ : Aut(q)→ Aut(ψ(q)) has finite kernel for all q ∈ X(k).8
A 2-isomorphism is a 2-isomorphism ψ → ψ̃ which is compatible with the
identification of marked points.

We let the point 1n denote the canonical k-point in Θn
k coming from

(1, . . . , 1) ∈ Ank , and regard Θn
k as an object of Stk.

Lemma 3.2.1. The assignment [n] 7→ (Θn
k , 1n) extends to a functor Cone→

Stk.

Proof. A morphism φ : [k] → [n] in Cone is represented by a matrix of
nonnegative integers φij for i = 1, . . . , n and j = 1, . . . , k. One has a map of
stacks φ∗ : Θk → Θn defined by the map Ak → An

(z1, . . . , zk) 7→ (zφ11
1 · · · zφ1k

k , . . . , zφn1
1 · · · zφnkk )

which is intertwined by the group homomorphism Gk
m → Gn

m defined by
the same formula. It is clear that these 1-morphisms are compatible with
composition in Cone, and that this construction gives canonical identifications
φ∗(1k) ' 1n ∈ Θn(k), hence these are morphisms in Stk. �

We call a Zn-weighted filtration of a k-point f : Θn
k → X non-degenerate

if the resulting homomorphism (Gm)nk → Aut(f(0)) of group sheaves over
Spec(k) has finite kernel. A non-degenerate filtration defines a map (Θn

k , 1n)→
(X, f(1n)) in Stk. Morphisms between pointed k-stacks form a groupoid in

8When X and Y are algebraic stacks, we interpret this to mean the kernel of the
homomorphism of group schemes Aut(q)→ Aut(ψ(q)) is a finite k-group scheme. More
generally for any map ψ : X → Y whose inertia Iψ := X ×X×YX X is representable over
X, one should require that the fiber of Iψ over q ∈ X(k) is a finite k-group scheme. If one
would like to consider this definition for non-algebraic stacks X and Y, then one should
instead require ker(Aut(q) → Aut(f(q))) to be finite after base change to an arbitrary
extension k′/k.
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general, but Remark 1.1.14 shows that MapStk((Θn
k , 1n), (X, p)) is equivalent

to a set whenever the inertia of X is representable by separated algebraic
spaces, and we regard it as such.

Definition 3.2.2. Let X be a stack with representable separated inertia
over a fixed base stack B. Any k-point p : Spec(k) → X induces a k-point
of B and a canonical pointed k-stack Xp := Spec(k) ×B X. We define the
degeneration fan

DF(X, p)n := MapStk((Θn
k , 1n), (Xp, p)), (13)

which defines a functor Coneop → Set via pre-composition with the morphisms
of Lemma 3.2.1: a morphism φ : [k]→ [n] of Cone defines a map DF(X, p)n →
DF(X, p)k by f 7→ f ◦ φ∗. We define the degeneration space Deg(X, p) :=
P(DF(X, p)•). We will sometimes abbreviate the notation to DF(p)• and
Deg(p) respectively, as the stack X is implicitly specified by the map p :
Spec(k)→ X.

Concretely, elements of the set DF(X, p)n consist of non-degenerate fil-
trations f : Θn

k → X along with an isomorphism f(1n) ' p. We will give a
complete description of the degeneration space of a point in a quotient stack
in Section 3.3.

Remark 3.2.3. When X is an algebraic stack satisfying (††), Proposi-
tion 1.1.13 implies that (13) is the set of k-points of the algebraic space
Flagn(p) whose underlying filtration is non-degenerate (See also (5)), so this
would have been an equivalent definition of DF(X, p)n. As an alternative,
one could consider the fan whose n-cones consist of all finite type points of
|Flagn(p)| and use this as a basis for the theory of stability. The resulting fan,
however, would be equivalent to DF(X, p̄) where p̄ : Spec(k̄)→ Spec(k)→ X
is a geometric point associated to p, so Definition 3.2.2 is more general.

Remark 3.2.4. When X is not an algebraic stack, we can still discuss the
groupoid of k-points of

Map(Θn,X)p := Map(Θn,X)×ev1,X,p Spec(k),
but this groupoid need not be equivalent to a set. For instance, if X is
the stack which associates every k-scheme T to the groupoid of coherent
sheaves on T and isomorphisms between them, the homotopy fiber of ev1 :
Map(Θ,X)→ X has non-trivial automorphism groups. These automorphisms
arise as automorphisms of coherent sheaves on Θ which are supported on
the origin in A1.

3.2.1. The degeneration fan and toric geometry. The simplest degeneration
space to compute is the following:

Example 3.2.5. If G = T is a torus, then DF(pt/T, pt)n is the set of all
injective homomorphisms Zn → Zr where r = rank T . This fan is equivalent
to R•(Rr) where Rr ⊂ Rr is thought of as a single cone. Because this cone
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admits a simplicial subdivision, Lemma 3.1.7 implies that |DF(pt/T, pt)| '
Rr and P(DF(pt/T, pt)) ' Sr−1.

Now let us compute the degeneration space for the action of a split
torus T on a finite type separated k-scheme X. Let p ∈ X(k), and define
T ′ = T/Aut(p). Define Y ⊂ X to be the closure of T · p and Ỹ → Y its
normalization. The subgroup Aut(p) acts trivially on Y and Ỹ . Ỹ is a toric
variety for the torus T ′ and thus defines and is defined by a classical fan
consisting of rational polyhedral cones σi ⊂ N ′R, where N ′ is the cocharacter
lattice of T ′.

Lemma 3.2.6. Let π : NR → N ′R be the linear map induced by the surjection
of cocharacter lattices N → N ′ corresponding to the quotient homomorphism
T → T ′. Then the cones π−1σi ⊂ NR define a classical fan, and the canonical
map

DF(X/T, p)• → DF(pt/T, pt)• ' R•(NR)
identifies DF(X/T, p)• with the sub fan R•{π−1(σi)} ⊂ R•(NR).

Proof. Corollary 1.3.4 implies that because Ỹ → X is finite, the canonical
composition map induces an isomorphism

DF(Ỹ /T, p)•
'−→ DF(X/T, p)•,

where on the left p denotes the unique lift of p to the normalization Ỹ . So it
suffices to prove the claim when X = Ỹ is normal and p has a dense orbit.

Theorem 1.4.8, along with the fact that for any ψ ∈ Hom(Gn
m, T ) the

map Xψ,+ → X is a monomorphism (Corollary 1.4.3) implies that p has at
most one preimage in each component Xψ,+/T of Filtn(X/T ). In particular
DF(X/T, p)n is precisely the set of non-degenerate ψ ∈ Hom(Gn

m, T ) for
which there is an equivariant map Ank → X mapping 1n 7→ p. Such an
equivariant map exists if and only if the same is true when we regard X as a
T ′ scheme and consider the composition ψ′ : (Gn

m)k → T → T ′.
Equivariant maps between toric varieties preserving a marked point in the

open orbit are determined by maps of lattices such that the image of any
cone in the first lattice is contained in some cone of the second [F]. Applying
this to the toric variety Ank under the torus Gn

m and to X under the torus T ,
pointed non-degenerate equivariant maps from Ank to X correspond exactly
to non-degenerate homomorphisms φ : Zn → N such that the composition
Rn → N ′R → N ′R maps Rn≥0 to some cone σi ⊂ N ′R. This is exactly the
sub-fan R•{π−1(σi)} ⊂ R•(NR). �

Example 3.2.7. Let X be an affine toric variety defined by a rational
polyhedral cone σ ⊂ Rn and let p ∈ X be generic. Then DF(X/T, p)• '
R•(σ) as defined in (12). For instance, DF(An/Gn

m, 1n)• ' h[n] is represented
by the object [n] ∈ Cone.

The previous lemma and Lemma 3.1.7 implies that |DF(X/T, p)•| '⋃
i σi ⊂ NR is the support of the fan of the toric variety Ỹ , and Deg(X/T, p)
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can be identified with the intersection of this set and the unit sphere in NR
with respect to some norm.

3.2.2. Properties of the degeneration space. The construction of DF(−)• is
functorial in three ways. First, for any map ψ : X → Y with quasi-finite
inertia and any p ∈ X(k), composition of a filtration f : Θn

k → X with ψ
defines a functorial map of fans

ψ∗ : DF(X, p)• → DF(Y, ψ(p))•.
Second, for any pair p, p′ ∈ X(k) and an isomorphism of k-points p ∼−→ p′,
one has a functorial map

DF(X, p)• → DF(X, p′)•
which maps a filtration f : Θn

k → X along with an isomorphism f(1) ' p
to the same filtration with the composed isomorphism f(1) ' p ' p′. In
particular, the group Aut(p) acts on DF(X, p)•.

Finally, one also has canonical base change maps. Given a field extension
k′/k and p ∈ X(k), extending the map Θn

k → Xp to k′ defines a map of
fans DF(X, p)• → DF(X, p′)•, where p′ ∈ X(k′) is the image of p ∈ X(k).
Faithfully flat descent implies
Lemma 3.2.8. DF(X, p)• → DF(X, p′)• is injective. If k′/k is Galois, then
DF(X, p)• is the sub-fan of cones in DF(X, p′)• which are fixed points for
the natural Gal(k′/k)-action on DF(X, p′)•.

Consider a pair of maps of stacks X→ Y and X′ → Y, and let Z := X×YX
′.

Fix a point z ∈ Z(k) corresponding to points p ∈ X(k), p′ ∈ X′(k), and
q ∈ Y(k) along with isomorphisms p ' q ' p′ in Y(k). Assume that the
resulting maps of pointed k-stacks Xp → Yq and X′p′ → Yq lie in Stk. Then
we have

DF(Z, z)• = DF(X, p)• ×DF(Y,q)• DF(X′, p′)• (14)
from the definition of DF(Z, z)•. The first consequence of this observation
is the following:
Proposition 3.2.9. If X is an algebraic stack satisfying (††), then DF(X, p)•
is quasi-separated.

We first prove some initial lemmas. The first observation is that maps
Θ→ X are the same as maps from the formal completion of Θ at {0}. We
shall denote the rth infinitesimal neighborhood of {0} in Θ by

Qr := Spec(Z[t]/(tr+1))/Gm

where t has weight −1 with respect to Gm. Note the canonical closed
immersions BGn

m = Qn0 ↪→ Qn1 ↪→ Qn2 ↪→ · · · ↪→ Θn.
Lemma 3.2.10. For any stack X satisfying (†) and any integer n ≥ 1, the
restriction map

Map(Θn,X)→ holim
r

Map(Qnr ,X)
is an equivalence of stacks on the category of finitely presented B-schemes.
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Proof. By Lemma 1.1.1, we may assume that the base B is affine. Note
that for any Spec(R) over B and any open substack U ⊂ X, a map Θn

R → X
factors through U if and only if the restriction to (Qnr )R does for any r,
so we may replace X with a quasi-compact open substack. Then, we may
use relative noetherian approximation to replace B with a noetherian affine
scheme and assume X is of finite presentation over B.

For any finitely presented affine B-scheme Spec(R), coherent Tannaka dual-
ity [HR2, Thm. 8.4.ii.(a,b)] implies that Map(Θn

R,X) ∼= Homc,⊗,∼=(QCoh(X),QCoh(Θn
R)),

where the latter denotes the category of colimit preserving symmetric
monoidal functors and natural equivalences between them. Both categories
are compactly generated, which implies that the restricion map is also an
equivalence

Map(Θn
R,X) ∼= Homc,⊗,∼=(Coh(X),Coh(Θn

R)).

The same argument implies Map((Qnr )R,X) ∼= Homc,⊗,∼=(Coh(X),Coh((Qnr )R))
for any r ≥ 0. The claim now follows from the fact that the restriction func-
tor Coh(Θn

R) ∼= limr Coh((Qnr )R) is an equivalence of symmetric monoidal
abelian categories, by [AHR2, Prop. 5.1]. �

Lemma 3.2.11. Let Z be a qc.qs. algebraic space of finite type over a field
k with an action of T = (Gn

m)k. Then for any z ∈ (Z/T )(k), DF(Z/T, z)•
is bounded.

Proof. We can replace Z with the orbit closure of z, and therefore assume
T · z is dense. Because Z/T has finitely many points, [AHR2, Thm. 20.1]
implies that there is a T -equivariant Nisnevich cover W → Z with W affine.

The map W → Z induces an isomorphism on the reduced identity compo-
nent of every stabilizer group because it is étale. It follows that any map
(BGn

m)k → Z/T admits a lift to W/T . Now imagine one is given a morphism
f : Θn

k → Z/T and a lift Qn0 = (BGn
m)k → W/T of the restriction of f to

Qn0 . Because W/T → Z/T is étale and the closed immersions Qnr ↪→ Qnr+1
are nilpotent, this lift extends uniquely to a lift Qnr →W/T for every r > 0.
Lemma 3.2.10 then implies that this compatible systems of lifts extends
uniquely to a lift Θn

k →W/T of f .
Let w1, . . . , wr ∈W (k) be the points in the fiber over z ∈ Z(k). Then the

discussion of the previous paragraph shows that
r⊔
i=1

DF(W/T,wi)• → DF(Z/T, z)•

is surjective. The left hand side is bounded by Lemma 3.2.6, which implies
that DF(Z/T, z)• is bounded. �

Proof of Proposition 3.2.9. Consider the maps fi : Θni+1 → X with isomor-
phisms fi(1) ' p corresponding to two cones of DF(X, p)•. Form the fiber
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product and consider following the diagram, where every square is Cartesian

Y //

��

Y0

��

// An0+1 //

��

pt

��
Y1 //

��

Y

��

// Θn0+1

��

// pt/Gn0+1
m

An1+1 // Θn1+1 // X

In other words, there is Gn0+n1+2
m -torsor over Y whose total space is Y ,

which is an algebraic space of finite presentation over k because X→ B is
quasi-separated. Hence Y is a global quotient of an algebraic k-space of
finite presentation by a torus. The claim now follows from Lemma 3.2.11
and (14), which show that P(h[n1] ×DF(X,p)• h[n2]) = P(Y, q) is covered by
finitely many simplices.

�

A second consequence of (14) is the following:

Proposition 3.2.12. Let π : X → Y be a morphism of B-stacks that is
representable by algebraic spaces, and let Y (and hence X) have representable
separated inertia. Let p ∈ X(k), let q = π(p), and let π∗ : DF(X, p)• →
DF(Y, q)• be the induced map of fans.

(1) If π is finite, then π∗ is an isomorphism;
(2) If π is separated, then π∗ is injective.

If we assume further that π is finite type and quasi-separated, then π∗ is
bounded, and:

(3) If π is separated, then Deg(X, p)→ Deg(Y, q) is a closed embedding
whose restriction to each rational simplex of Deg(Y, q) is a finite
union of rational sub-simplices;

(4) If π is proper, then Deg(X, p) → Deg(Y, q) is a homeomorphism;
and

(5) If π is affine, then the restriction of the closed subspace Deg(X, p)→
Deg(Y, q) to any rational simplex of Deg(Y, q) is a convex rational
polytope.

Proof. The fact that π∗ : DF(X, p)• → DF(Y, q)• is an isomorphism if
π is finite follows immediately from Proposition 1.3.2, which implies that
Filtn(X)→ Filtn(Y)×Y X is a surjective closed immersion and thus univer-
sally bijective, and the fact that a filtration f : Θn

k → X is non-degenerate if
and only if π ◦ f is non-degenerate.

Consider a rational simplex ξ : ∆ξ → Deg(Y, q), corresponding to a non-
degenerate pointed map f : Θn

k → Y. Let (Z, z) denote the fiber product
Θn×Y X along with its canonical k-point. From (14) we have an equivalence

DF(Z, z)• ' h[n] ×DF(Y,q)• DF(X, p)•.
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Furthermore the map Z → Θn
k is representable, so Z ' Z/(Gn

m)k for an
algebraic space Z. The set of cones in DF(X, x)n mapping to the given
cone of DF(Y, y)n is in bijection with the set of equivariant sections of the
equivariant map Z → Ank . If π is separated, then Z is separated, so a section
is uniquely determined by its restriction to the open orbit. This implies that
DF(X, x)• → DF(Y, y)• is injective

Now assume further that π is finite type and quasi-separated. Then Z is fi-
nite type and quasi-separated, so Lemma 3.2.11 implies that DF(Z, z)•
is bounded. Therefore, the map DF(X, p)• → DF(Y, q)• is bounded.
Lemma 3.1.19 implies that the map Deg(X, x)→ Deg(Y, y) is closed and its
image restricted to any rational simplex of Deg(Y, y) is a finite union of ratio-
nal sub-simplices. In the case where f is separated, Deg(X, x)→ Deg(Y, y)
is then a closed embedding by Corollary 3.1.21.

If π is proper and we consider the case of n = 1, the map Z → A1
k is

proper, so the point z ∈ Z(k) over 1 ∈ A1
k extends uniquely to an equivariant

section over A1
k by the valuative criterion. This implies that Deg(X, x)→

Deg(Y, y) is also surjective on rational points, hence a homeomorphism by
Lemma 3.1.20.

Finally, if π is affine, then Z is an affine. By part (1) of the proposition,
we can replace Z with the normalization of the orbit closure of z without
affecting DF(Z/T, z)•, so we may assume Z is a normal affine toric variety
with a toric map to Ank . It follows from our computation in Lemma 3.2.6
that the sub-fan DF(Z, z)• ↪→ DF(Θn

k , 1n)• has the form R•(σ) ⊂ R•(Rn≥0)
for some rational polyhedral cone σ ⊂ Rn≥0 corresponding to Z. Thus
Deg(Z, z) ⊂ ∆n−1 is a rational polytope. �

Remark 3.2.13. In the proof of Proposition 3.2.12, we explicitly described
the preimage of the closed subspace Deg(X, x) ↪→ Deg(Y, y) under an
rational simplex ∆ξ → Deg(Y, y) when X→ Y is representable by separated
finite type schemes. If the rational simplex is represented by a map Θn

k → Y,
then we consider the fiber product Z := Ank ×Y X, a separated finite type
scheme with a (Gn

m)k-action. There is a canonical orbit in Z lying above
1n ∈ Ank , and we can let Z ′ be the normalization of the closure of this orbit.
Then the restriction of Deg(X, x) to ∆ξ is the projectivization of the support
of the fan of the toric variety Z ′ inside Rn≥0.
3.2.3. Separated flag spaces. When an algebraic stack has separated flag
spaces, which is always the case when X has affine diagonal by Proposi-
tion 1.1.13, we can say more about the degeneration space.
Lemma 3.2.14. Let X be a stack satisfying (††) such that ev1 : Filt(X)→ X
is separated, and let p ∈ X(k). The map (v0, . . . , vn) : Flagn+1(p)(k) →∏n
i=0 Flag(p)(k) is injective, so any cone in DF(X, p)• is uniquely determined

by its vertices.
Proof. This follows by induction from the claim that the map

(v0, d0) : Flagn+1(p)(k)→ Flag(p)(k)× Flagn(p)(k)
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is injective. Using the equivalence Filtn+1(X) ' Filtn(Filt(X)), we can
identify Flagn+1(p) with the set of points f ∈ Filt(X)(k) with an isomorphism
f(1) ' p and a pointed map Θn

k → Filt(X), where the latter is regarded as
pointed stack with point f . The latter data is equivalent to a pointed map
σ : Θn

k → X along with a section of the projection

Θn
k ×X Filt(X)→ Θn

k

taking the point 1n ∈ Θn
k to the point (1n, f) ∈ Θn

k ×X Filt(X). The point
1n is open and dense in Θn

k , so if the map ev1 is separated, any section is
uniquely determined by its restriction to a dense open subset. It follows that
the existence of a section is a condition, and not data, so the pointed map σ :
Θn+1
k → X is uniquely determined by f = v0(σ) and d0(σ) ∈ Flagn(p)(k). �

Lemma 3.2.15. Let X be a stack satisfying (††) such that ev1 : Filt(X)→ X
is separated. Then for any point p ∈ X(k) any rational simplex ∆ξ →
Deg(X, p) is a closed embedding.

Proof. It suffices by Corollary 3.1.24 and Lemma 3.1.19 to show that ∆n
ξ →

Deg(X, p) is injective on rational points. Assume that two points x0, x1 ∈ ∆ξ

map to the same rational point in Deg(X, p). Let f0, f1 ∈ Zn+1
>0 represent the

points x0, x1, and correspond to non-degenerate pointed maps Θk → Θn+1
k .

f0 and f1 together define a unique non-degenerate pointed map Θ2
k → Θn+1

k .
Composing this with the map ξ : Θn+1

k → X gives a (possibly degenerate)
point γ ∈ Flag2(p)(k) such that v0(γ) = f0 and v1(γ) = f1. By hypothesis
after replacing fi with a positive multiple we can arrange that the two
compositions

Θk
fi−→ Θn+1

k

ξ−→ X

are the same pointed map. It follows from the uniqueness of fillings,
Lemma 3.2.14, that γ must correspond to a 2-dimensional filtration which
factors through the projection Θ2

k → Θk corresponding to the homomorphism
φ : Z2 → Z defined by φ(a, b) = a + b. As a result, every 1-dimensional
sub-cone of γ corresponds to the same rational point in Deg(X, p) as well.
In other words the map ∆ξ → Deg(X, p) collapses all rational points in the
1-simplex connecting x0, x1 ∈ ∆ξ to a single point in Deg(X, p). This con-
tradicts the finiteness of the fibers of the map ∆ξ → Deg(X, p), established
in Lemma 3.1.19. �

3.3. Deg(X/G, p) is a generalized spherical building. We have already
seen in Lemma 3.2.6 that for a toric variety X, the degeneration fan
DF(X/T,1)• is essentially equivalent to a more classical construction, the
toric fan associated to X. In this section we provide a more classical descrip-
tion of DF(X/G, p)• when G is not abelian.

First we address the case where X = pt/G for a semisimple group G. Recall
that the spherical building ∆(G) is a simplicial complex whose vertices are the
maximal parabolic subgroups of G, where a set of vertices spans a simplex
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if and only if the corresponding maximal parabolics contain a common
parabolic subgroup of G.
Proposition 3.3.1. Let X = pt/G where G is a split semisimple group,
and let p ∈ X(k) correspond to the trivial G-bundle. Then Deg(X, p) is
homeomorphic to the spherical building ∆(G).
Proof. Theorem 1.4.8 implies that Flagn(p) '

⊔
ψ G/Pψ where ψ ranges

over Hom((Gn
m)k, T )/W , and DF(X, p)n is the set of non-degenerate k-

points of this flag space. Thus to every cone ξ ∈ DF(X, p)n we associate a
ψ ∈ Hom((Gn

m)k, T ) up to conjugation by W and a subgroup conjugate to
Pψ ⊂ G. Pψ need not be parabolic if n > 1. We denote F = DF(X, p)•, and
F par ⊂ F the sub-fan consisting of all cones such that the associated Pψ is
parabolic.

Fix a split maximal torus T ⊂ G with cocharacter lattice N , and let W
denote the classical fan in NR defined by the Weyl chambers. We also choose
a dominant Weyl chamber and an ordering on the set of minimal generators
{v1, . . . , vr} ∈ N for the rays of the dominant Weyl chamber. Every subset
of {v1, . . . , vr} of cardinality n defines a homomorphism ψ : Gn

m → G
such that Pψ is parabolic. Let S ⊂ (Cone|F par) be the full subcategory of
cones ξ ∈ DF(X, p)n whose associated conjugacy class of homomorphism
ψ : Gn

m → G is one of these. The inclusions S ⊂ (Cone|F par) ⊂ (Cone|F )
induce canonical maps

colim
ξ∈S

∆ξ
(a)−−→ colim

ξ∈(Cone|F par)
∆ξ

(b)−→ colim
ξ∈(Cone|F )

∆ξ.

The statement of the proposition follows from the claim that (a) and
(b) are homeomorphisms, because we may identify the first colimit with
the spherical building ∆(G). Indeed, k-cones in S correspond bijectively to
proper parabolic subgroups of G which are contained in k distinct maximal
parabolics, i.e. k − 1-simplices in ∆(G), and morphisms in S correspond to
containment of parabolics, which corresponds to the containment of faces in
∆(G).
Step 1: F par ⊂ F is a bounded inclusion of fans which is surjective on 1-cones,
so the map (b) is a homeomorphism by Lemma 3.1.20 and Corollary 3.1.21.

Surjectivity on 1-cones follows from the fact that for any λ : Gm →
G, the subgroup Pλ is parabolic. To show that the map F par → F is
bounded, consider a ξ : h[n] → F , corresponding under Theorem 1.4.8 to a
ψ ∈ Hom((Gn

m)k, T ) and a k-point of G/Pψ. For any sub-cone h[m] ⊂ h[n],
corresponding to a homomorphism Zm ↪→ Zn with nonnegative matrix
coefficients, the composition h[m] → h[n] → F lies in F par if and only if for
the resulting homomorphism

ψ′ : (Gm
m)k → (Gn

m)k
ψ−→ T

the subgroup Pψ is parabolic. This happens if and only if the image of Rn≥0
under the homomorphism on cocharacter lattices Zm → N is contained in
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some cone of the fan W. In other words

h[n] ×F F par = R•W
′ ⊂ R•(Rn≥0) = h[n],

where W′ is the classical fan in Rn obtained by taking the preimage of W
under the homomorphism Rn → NR induced by ψ and intersecting with the
nonnegative cone Rn≥0.

Step 2: S ⊂ (Cone|F par) is cofinal, so the map (a) is a homeomorphism.

It suffices to show that the inclusion S ⊂ (Cone|F par) admits a left adjoint.
Let ξ ∈ F parn , and let ψ : Gn

m → T represent the conjugacy class of homomor-
phism associated to ξ. Because Pψ is parabolic, the cone in NR associated
to ψ must be in R•W. Up to conjugation by an element of the Weyl group
we may assume that ψ maps (R≥0)n to the dominant Weyl chamber of W.

Let σ ∈W be the smallest cone containing the image of (R≥0)n. Pσ = Pψ,
and because cones in the dominant Weyl chamber classify conjugacy classes
of parabolics, σ is thus uniquely determined by the conjugacy class of ψ. As
the ray generators of σ form a basis for the subgroup generated by σ ∩N , it
follows that there is a unique n-cone ξ′ ∈ S and a morphism φ : [n]→ [n] such
that ξ = φ∗ξ′. A similar argument shows that any morphism in (Cone|F par• )
from ξ to an element of S factors uniquely through this ξ′, and thus that the
assignment ξ 7→ ξ′ is a left adjoint for the inclusion S ⊂ (Cone|F par). �

Proposition 3.3.1 justifies the following

Definition 3.3.2. For an algebraic group G over a field k, the generalized
spherical building of G is the degeneration space ∆(G) := Deg(pt/G, pt).

For non-semisimple G, this space does not canonically have the structure
of a simplicial complex. For instance, when G is a torus we have seen in
Example 3.2.5 that ∆(G) is a sphere. Nevertheless for a split reductive group
G of rank r, ∆(G) has a canonical cover by rational simplices after fixing a
maximal torus T ⊂ G. For any Borel subgroup B ⊂ G and rational basis
{v1, . . . , vp} of NW

R , where N is the cocharacter lattice of T and W is the
Weyl group, we shall construct a rational simplex ∆r−1

B,v1,...,vp
⊂ ∆(G) :

The Borel subgroup B selects a dominant Weyl chamber in N ′R := NR/N
W
R .

There is a unique and hence canonical W -equivariant splitting NR = NW
R ⊕

N ′R, so we can using generators for the extremal rays of the dominant
Weyl chamber in N ′R we can extend the vectors above to a rational basis
{v1, . . . , vr} of NR. Clearing denominators so that vi are integral, they define
a homomorphism ψ : Gr

m → G for which Pψ is conjugate to B. Hence B
defines a k point of G/Pψ and thus an r-cone ξ ∈ DF(pt/G, pt)r. The basis
v1, . . . , vr is uniquely defined from the original data (B, v1, . . . , vp) up to
positive rescaling of the vi, which implies that the resulting rational simplex

∆B,v1,...,vp ↪→ Deg(pt/G, pt)
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is determined uniquely by this data. These simplices are top dimensional,
and they cover ∆(G). When G is semisimple, p = 0 and these are the
simplices arising in the usual description of the spherical building.

Remark 3.3.3. One can deduce from the above discussion that if G′ :=
G/Z(G), then ∆(G) is a sphere bundle over ∆(G′). It seems likely that in
general if π : X→ Y is a gerbe for the group Gn

m, then one can canonically
identify Deg(X, p) with a fiber bundle over Deg(Y, π(p)) with fiber Sn. Note
that the map π is not quasi-finite, and therefore does not induce a map of
fans DF(X, p)• → DF(Y, π(p))•.

We can now complete the description of Deg(X/G, p) when X is a sepa-
rated finite type k-scheme and p ∈ X(k). We regard it as a closed subspace
Deg(X/G, p) ⊂ Deg(pt/G, pt) using Proposition 3.2.12. It suffices to de-
scribe the intersection with any rational simplex. Theorem 1.4.8 shows that
a pointed map ξ : Θn

k → pt/G corresponds to a choice of ψ : Hom(Gn
m, T )/W

and a point g ∈ G/Pψ. One can identify the fiber product

(An ×X)/Gn
m

//

��

X/G

��
Θn ξ // pt/G

,

where the action of Gn
m on An ×X is the diagonal action induced by the

standard action of Gn
m on An and the action on X via gψg−1. The point

p ∈ X(k) defines a point (1n, p) ∈ An×X. Let X̃ be the normalization of the
closure of Gn

m · (1n, p) in An×X. Then Proposition 3.2.12 and the discussion
leading up to it imply that the intersection of Deg(X/G, p) ⊂ ∆(G) with the
simplex ∆n−1

ξ ⊂ ∆(G) is the degeneration space Deg(X̃/Gn
m, (1n, p)). By

Lemma 3.2.6 this is the support of the fan of the toric variety X̃ modulo
the scaling action of R×>0, where the toric map X̃ → An is used to identify
the support of this fan with a union of subcones of (R≥0)n. In particular
Deg(X̃/Gn

m, (1n, p)) is a sub-polyhedron of ∆n−1
ξ .

Example 3.3.4. Let V be an affine scheme and G be a split reductive
k-group. For any k-point in V , the morphism V/G → BG identifies
Deg(V/G, p) with a closed subspace of the spherical building ∆(G) whose
intersection with any rational simplex ∆ξ ⊂ ∆(G) is a rational polytope
P ⊂ ∆ξ. We call such a subset of ∆(G), whose intersection with each ∆ξ is a
rational polytope, a rational polytope in ∆(G). This suggests a non-abelian
analog of toric geometry where one encodes a normal affine G-variety with
dense open orbit by a rational polytope in ∆(G), analogous to the rational
polyhedral cone which encodes a normal affine toric variety.

3.4. A result on extension of filtrations. In this section we study the
relationship between n+ 1-dimensional filtrations σ of a point p ∈ X(k) with
v0(σ) = f , and n-dimensional filtrations of gr(f) as a point in Grad(X). Our
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main result, Proposition 3.4.3, is essentially the first half of the main theorem
on perturbation of filtrations in the next section Theorem 3.5.3.

Given a graded object g ∈ Grad(X)(k) and a filtration ν ∈ DF(Grad(X), g)1,
we consider the corresponding map

ν : (pt/Gm)k ×Θk ' A1
k/(G2

m)k → X.

We regard the coordinate t on A1
k as having weight (0,−1) with respect to

the torus (G2
m)k, and consider the weight decomposition of the representation

of (G2
m)k

H0((pt/G2
m)k, ν∗LX|{0})⊕H1((pt/G2

m)k, ν∗LX|{0}) =
⊕

a0,a1∈Z
Wa0,a1 . (15)

We say that (a0, a1) is a cotangent weight for ν ∈ DF(Grad(X), g)1 ifWa0,a1 6=
0 in the decomposition above.

Definition 3.4.1. Let X be an algebraic stack, and let g ∈ Grad(X)(k).
Then we define the sub-fan

DF(Grad(X), g)c• ⊂ DF(Grad(X), g)•
to consist of cones σ such that if ν ∈ DF(Grad(X), g)1 is a sub-cone of σ,
then any cotangent weight (a0, a1) of ν with a0 < 0 has a1 ≤ 0. We denote
the projective realization Deg(Grad(X), g)c.

For a general map of stacks φ : X→ X′ and point p ∈ X(k), the composition
map Flagn(p)→ Flagn(φ(p)) does not preserve non-degenerate filtrations.9
Nevertheless we have

Lemma 3.4.2. For any stack X with separated inertia, the map of stacks
gr : Filt(X)→ Grad(X) preserves non-degenerate n-dimensional filtrations
and thus induces a map of fans

gr : DF(Filt(X), f)• → DF(Grad(X), gr(f))•
for any f ∈ Filt(X)(k).

Proof. This is just a matter of unraveling definitions. An n-dimensional
filtration of f is a map σ : Θn+1

k = An+1
k /(Gn+1

m )k → X with an isomorphism
v0(σ) ' f . Denote the coordinates on An+1

k by (t0, . . . , tn). Then gr(σ) is
the restriction of σ to the closed substack {t0 = 0}/(Gn+1

m )k ' (pt/Gm)k ×
Θn
k ⊂ Θn+1

k . Non-degeneracy of either filtration σ or gr(σ) amounts to the
same condition: that the homomorphism (Gn+1

m )k → Aut(σ(0n+1)) induced
by σ at 0n+1 ∈ Θn+1

k has finite kernel when restricted to the subtorus
{1} × (Gn

m)k. �

We can now state our main extension result:

9We have shown that this is the case for maps φ with quasi-finite inertia.
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Proposition 3.4.3. Let X be an algebraic stack satisfying (††), and let f ∈
Filt(X)(k) be a non-degenerate filtration. Every cone in DF(Grad(X), gr(f))c•
lifts uniquely to DF(Filt(X), f)•, so there is a unique map of fans ext making
the following diagram commute

DF(Filt(X), f)•
gr
��

DF(Grad(X), gr(f))c•

ext
44

� � // DF(Grad(X), gr(f))•

.

The proof of this proposition will appear at the end of this section, and is
a straightforward application of a slightly more technical result, which we
now formulate. Say we are given the following data:

(1) a filtration f : Θk → X,
(2) an Zn-weighted filtration f0 : Θn

k → Grad(X), and
(3) an isomorphism f0(1) ' gr(f) ∈ Grad(X).

We can reinterpret this data in terms of certain substacks of Θn+1
k . Consider

the following subschemes of An+1
k , with coordinates t0, . . . , tn:

Y0 := {t0 = 0} and U := {t1 · · · tn 6= 0}.

Note that U/Gn+1
m ' Θk with coordinate t0, and that a map

f0 : Y0/Gn+1
m ' (pt/Gm)t0 ×Θn

k → X

classifies an n-dimensional filtration Θn
k → Grad(X) of the graded object

classified by the restriction of f0 to a map {(0, 1, . . . , 1)}/(Gm)t0 → X.
Note also that the inclusion of this point induces an equivalence of stacks
{(0, 1, . . . , 1)}/(Gm)t0 ' U ∩ Y0/Gn+1

m . Thus the data above is equivalent to
specifying:

(1’) a map f : U/Gn+1
m → X,

(2’) a map f0 : Y0/Gn+1
m → X,

(3’) an isomorphism between f and f0 after restricting to U ∩Y0/Gn+1
m '

{(0, 1, . . . , 1)}/(Gm)t0 .
We can now formulate the unusual gluing question of when the data (1’)-(3’)
results from restricting a Zn+1-weighted filtration f ′ : Θn+1 → X to Y0/Gn+1

m

and U/Gn+1
m . In other words, we want to know then there is a dotted arrow

which makes the following diagram commute:

Y0/Gn+1
m

f0

))
&&

Y0 ∩ U/Gn+1
m

77

''

An+1
k /Gn+1

m

f ′ // X

U/Gn+1
m

88

f

55

(16)
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If such an extension f ′ exists, then we can restrict f ′ to Θn
k ' {t0 6=

0}/Gn+1
m ⊂ Θn+1

k to obtain a new Zn-weighted filtration of f(0). This is
the perturbation of the filtration f discussed above in the case of coherent
sheaves.

Proposition 3.4.4. Let X be a stack satisfying (†), and assume we are given
data (1’)-(3’). Consider the space H i((f∗0LX)|{(0,...,0)}) as a representation
of Gn+1

m , and let H i((f∗0LX)|{(0,...,0)})a0,...,an denote the summand of weight
(a0, . . . , an) with respect to Gn+1

m . If

H i((f∗0LX)|{(0,...,0)})a0,...,an = 0
whenever i = 0, 1, a0 < 0, and aj > 0 for some j, then there exists an
extension f ′ making the diagram (16) commute, and it is unique up to unique
isomorphism.

First we establish the following:

Lemma 3.4.5. Let X be a stack satisfying (†), and consider the open sub-
scheme

V = {(t0, . . . , tn)|tn 6= 0} ⊂ An+1
k .

Fix maps f : V/Gn+1
m → X, f0 : Y0/Gn+1

m → X, and an isomorphism between
f and f0 after restricting to V ∩ Y0/Gn+1

m . Assume that for all m < 0, l > 0
and for i = 0, 1 we have[

H i((f∗0LX)|{(0,...,0)})
]
t0-weight m,
tn-weight l
summand

= 0.

Then f, f0, and the given isomorphism are induced by restriction from a map
f ′ : An+1

k /Gn+1
m → X, which is unique up to unique isomorphism.

Remark 3.4.6. The extension problem in this lemma is identical to that
of (16), but with V instead of U . The gluing data in this case is more
complicated, though, because Y0 ∩ V/Gn+1

m ' (pt/Gm)t0 × (Θn−1)t1,...,tn−1 .

Proof. Let Ym = Spec(k[t0, . . . , tn]/(tm+1
0 )) be the mth infinitesimal neigh-

borhood of Y0 = {0} × An ↪→ An+1. Then Ym/Gn+1
m ' Qm × Θn

k , where
Qm = Spec(k[t]/(tm+1))/Gm. Combining Lemma 3.2.10 with the canonical
isomorphism Map(Θn,Map(Θ,X)) ' Map(Θn+1,X), we conclude that the
restriction map

Map(Θn+1
k ,X)→ holimm Map(Ym/Gn+1

m ,X)
is an equivalence of groupoids. We likewise define Vm = V ∩ Ym. The same
reasoning as above imples that the canonical map

Map(V/Gn+1
m ,X)→ holimm Map(Vm/Gn+1

m ,X)
is an equivalence of groupoids.

We can now rephrase the goal: we are given a map f0 : Y0/Gn+1
m → X and

an extension of the restriction of f0 to V0/Gn+1
m ⊂ Y0/Gn+1

m to a pro-system
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of maps Vm/Gn+1
m → X, and we wish to extend this pro-system by filling in

the dotted arrows in the diagram

V0
� � //

∩
V1
� � //

∩
V2
� � //

∩
V3
� � //

∩
· · ·

Y0
� � i0 //

f0
��

Y1
� � i1 //

f1

}}

Y2
� � i2 //

f2

vv

Y3
� � i3 //

f3
tt

· · ·

X

The maps fm can be constructed inductively, so it suffices to show that the
dotted arrow has a unique filling making the following diagram commute:

Vm−1/Gn+1
m
� � //

∩

Vm/Gn+1
m

∩

��

Ym−1/Gn+1
m

fm−1 --

� �im−1 // Ym/Gn+1
m

fm $$
X

(17)

This now amounts to a deformation theory problem. Each inclusion
im−1 : Ym−1/Gn+1

m → Ym/Gn+1
m is a square-zero extension of algebraic stacks

by the coherent sheaf i∗OY0〈m, 0, . . . , 0〉, where we abuse notation slightly to
denote the composed inclusion

i : Y0/Gn+1
m → Ym−1/Gn+1

m .

Given an extension of f0 to a map fm−1 : Ym−1/Gn+1
m → X, the map can be

extended to Ym/Gn+1
m if and only if the composition

f∗m−1LX → LYm−1/Gn+1
m
→ i∗(OY0〈m, 0, . . . , 0〉[1])

vanishes as an element of H0(RHom(f∗m−1LX, i∗(OY0〈m, 0, . . . , 0〉[1]))). Fur-
thermore, if this map vanishes, then the set of extensions to Ym/Gn+1

m up to
isomorphism is a torsor for the group

H0(RHom(f∗m−1LX, i∗(OY0〈m, 0, . . . , 0〉))).

The same analysis applies to the square zero extension Vm−1/Gn+1
m ↪→

Vm/Gn+1
m , so the extension fm in (17) exists and is unique as long as the

restriction map

RHomYm−1/Gn+1
m

(f∗m−1LX, i∗(OY0〈m, 0, . . . , 0〉))→
RHomVm−1/Gn+1

m
(f∗m−1LX|Vm−1 , i∗(OV0〈m, 0, . . . , 0〉))

is injective in cohomological degree 1 and an equivalence in degree 0, for
every m ≥ 1. Using the adjunction and the isomorphism f0 ' fm−1 ◦ i, we
can rewrite the RHom complexes above only in terms of f0 and Y0/Gn+1

m ,
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identifying the map above with the restriction map

RHomY0/Gn+1
m

(f∗0LX,OY0〈m, 0, . . . , 0〉)→
RHomV0/Gn+1

m
(f∗0LX|V0 ,OV0〈m, 0, . . . , 0〉).

We apply the long exact sequence in local cohomology for the closed
substack S0 := {tn = 0}/Gn+1

m ⊂ Y0/Gn+1
m , whose complement it V0/Gn+1

m .
This sequence implies that for the map above to be injective in degree 1 and
bijective in degree 0, it suffices to show that for all m > 0

H iRHomY0/Gn+1
m

(f∗0LX, RΓS0OY0⊗OY0〈m, 0, . . . , 0〉)) = 0 for i = 0, 1, (18)

where RΓS0OY0 ' k[t1, . . . , tn−1, t
±
n ]/k[t1, . . . , tn][−1] is the derived subsheaf

with supports on {tn = 0}. Note that this is supported in cohomological
degree 1 and f∗0LX is supported in cohomological degree ≤ 1, so the RHom
complex in (18) is supported in cohomological degree ≥ 0.

Now observe that RΓS0OY0 has a filtration whose associated graded is
isomorphic to

⊕
l>0 OS0〈0, . . . , 0,−l〉[−1]. A spectral sequence argument

shows that for the vanishing of (18) to hold for all m > 0, it suffices to show
that

H i

 ⊕
l,m>0

RHomS0((f∗0LX)|S0 [1],OS0〈m, 0, . . . , 0,−l〉)

 = 0 for i = 0, 1.

Now observe that S0 = Spec(k[t1, . . . , tn−1])/Gn+1
m where the first and last

copies of Gm act trivially. This implies that the complex f∗0LX|S0 decomposes
into a direct sum of weight complexes under the action of (Gm)t0 × (Gm)tn .
For the homological vanishing condition above, it is sufficient to check that
the t0-weight −m and tn-weight l summand of f∗0LX|S0 is supported in
cohomological degree < 0. By Nakayama’s lemma, and using the fact that
every closed substack of S0 meets the origin, it suffices to check that the t0-
weight −m and tn-weight l summand of the homology space H i(f∗0LX|{0,...,0})
is zero for i = 0, 1 and all l,m > 0. �

Proof of Proposition 3.4.4. We use Lemma 3.4.5 to argue by induction on n.
The base case is n = 1, where the statement of Proposition 3.4.4 is the same
as Lemma 3.4.5. Now let n > 1 and V = {tn 6= 0} and U := {t1 · · · tn 6= 0}
as defined above. We expand the diagram (16) to the following commutative
diagram

Y0 ∩ U/Gn+1
m

A

⊂
� _

��

Y0 ∩ V/Gn+1
m ⊂

� _

��
B

Y0/Gn+1
m

f0

��

� _

��
U/Gn+1

m ⊂

f ..

V/Gn+1
m ⊂

f ′

++

An+1
k /Gn+1

m

f ′′

$$
X
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Note that (Gm)tn acts freely on V , so we have a natural equivalence

Ank/Gn
m ' {tn = 1}/Gn

m ' V/Gn+1
m .

This equivalence identifies the square (A) above with the square in (16).
Semi-continuity of fiber homology of coherent complexes implies that⊕
an∈Z

H i((f∗0LX)|{(0,...,0)})a0,...,an = 0⇒ H i((f∗0LX)|{(0,...,0,1)})a0,...,an−1 = 0.

We use this to verify the weight conditions needed to apply the inductive
hypothesis to the square (A), which implies the existence and uniqueness of
the extension f ′. Once we have f ′, we are in the situation of Lemma 3.4.5,
and the appropriate weight hypotheses are satisfied, so we can conclude the
existence and uniqueness of f ′′. �

3.4.1. Proof of Proposition 3.4.3. We have seen in the proof of Lemma 3.4.2
that for σ ∈ Flagn(f)(k), the non-degeneracy of σ is equivalent to the
non-degeneracy of gr(σ). So the proof of Proposition 3.4.3 amounts to
showing that for any f0 ∈ DF(gr(f))c•, there is a unique filtration ext(f0) ∈
Flagn+1(p)(k) such that v0(ext(f0)) = f and gr(ext(f0)) = f0. This follows
immediately from Proposition 3.4.4 and the following:

Lemma 3.4.7. For any f0 ∈ DF(Grad(X), gr(f))cn, the resulting map f0 :
(pt/Gm) × Θn

k = {t0 = 0}/(Gn+1
m )k → X satisfies the weight conditions of

Proposition 3.4.4.

Proof. We shall prove the contrapositive. Consider the weight decomposition
of the representation of (Gn+1

m )k

H0((pt/Gn+1
m )k, f∗0LX|{(0,...,0)})⊕H1((pt/Gn+1

m )k, f∗0LX|{(0,...,0)}) =⊕
a0,...,an∈Z

Wa0,...,an . (19)

The condition in Proposition 3.4.4 is that if (a0, . . . , an) is a weight for which
Wa0,...,an 6= 0 and a0 < 0, then ai ≤ 0 for all i = 1, . . . , n.

Let us compute the cotangent weights (15) corresponding to a rational
ray in the interior of the cone f0. Such a ray is determined by a vector
with non-zero entries (r1, . . . , rn) ∈ Zn>0, corresponding to a pointed map
Θk → Θn

k which maps 0 7→ 0n. If we let W̃a0,a1 denote the weight spaces in the
decomposition (15) corresponding to the composition Θk → Θn

k → Grad(X),
then

W̃b0,b1 =
⊕

r1a1+···rnan=b1
Wb0,a1,...,an .

If Wa0,...,an 6= 0 with a0 < 0 and ai > 0 for some i, then we can choose
ri � rj for j 6= i, and we will have W̃a0,b1 6= 0 with a0 < 0 and b1 =
r1a1 + · · · + rnan > 0. So if f0 does not satisfy the weight condition of
Proposition 3.4.4, we can find a 1-dimensional sub-cone of f0 which does not
lie in DF(gr(f))c1. �
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3.5. Local structure of Deg(X, p). Let 0 ⊂ · · · ⊂ Ei+1 ⊂ Ei ⊂ · · · ⊂ E be a
Z-weighted filtered coherent sheaf on some scheme, and let G :=

⊕
w grw(E•)

denote its associated graded coherent sheaf. Let F•G be a filtration of G in the
category of graded coherent sheaves, which simply means a filtration of each
weight summand Gw := grw(E•) ⊂ G. We make the following assumption on
F : if FiGw 6= 0, then FiGv = Gv for all v > w. Then we may induce a new
filtration on E by defining:

F ′iE :=
∑

w s.t. FiGw 6=0
{preimage of FiGw ⊂ Ew/Ew+1 in Ew} ⊂ E.

This construction admits a slight generalization in which a Zn-weighted
filtration of G induces a Zn-weighted filtration of E. We regard the filtration
0 · · · ⊂ F ′i+1E ⊂ F ′iE ⊂ · · · ⊂ E as a “perturbation" of the original filtration of
E by the filtration F of the graded coherent sheaf gr•(E•). We will justify this
terminology in the next section. In this section we describe this construction
intrinsically and extend it to filtrations in an arbitrary algebraic stack X.

Observe that the associated graded coherent sheaf G above acquires a
canonical filtration, whose weight-i subsheaf is

FiG :=
⊕
j≥i

grj(E•) ⊂ G.

The condition placed on the filtration F•G above can be phrased as saying
that it is “close" to the canonical filtration in the degeneration space of G. In
fact, we will identify a neighborhood of the filtration of the original filtration
in the degeneration space of E with a neighborhood of the canonical filtration
in the degeneration space of G as a graded coherent sheaf.

To generalize the canonical filtration of a graded coherent sheaf above,
consider a stack X and a point g ∈ Grad(X)(k). Then g has a canonical
filtration classified by the composition

Θk × (pt/Gm)k // (pt/Gm)k
g // X , (20)

where the first map is determined by the group homomorphism (Gm)t ×
(Gm)z → (Gm)z given by (t, z) 7→ tz and the equivariant projection A1

t → pt.
The restriction of this map to {1} × (pt/Gm)k is canonically isomorphic to
g. We denote the resulting point c ∈ Flag(g)(k). If g corresponds to a non-
degenerate map (pt/Gm)k → X, then c will be a non-degenerate filtration of
g in Grad(X), so we may regard it as an element of DF(Grad(X), g)1. By a
slight abuse of notation use the same notation for the corresponding rational
point c ∈ Deg(Grad(X), g).

Remark 3.5.1. We will refer to the fan DF(Grad(X), g)c• as the fan of
simplices which are near c, justifying the notation of Definition 3.4.1. Note
that all of the cotangent weights (a0, a1) of c ∈ DF(Grad(X), g)1 have
a1 = a0, so c ∈ DF(Grad(X), g)c1. Note also that if f ∈ DF(Grad(X), g)1 is
antipodal to c, then all of its cotangent weights (a0, a1) have a0 = −a1, so
Deg(Grad(X), g)c contains no points which are antipodal to c.
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Figure 3. Visual summary of Theorem 3.5.3, Proposi-
tion 3.5.2, and Theorem 3.5.4: For any non-degenerate fil-
tration in X, the map T identifies a neighborhood of the
canonical filtration of gr(f) with a neighborhood of the
filtration f in Deg(X, f(1)). Furthermore, for any point
g ∈ Deg(Grad(X, gr(f))) which is not antipodal to c, there
is a canonical rational 1-simplex connecting g with c which
passes through this neighborhood.

Informally stated, for a non-degenerate filtration f , our main results
identify small perturbations of the canonical filtration of gr(f) with small
perturbations of f itself. The comparison uses the map of fans defined as
composition T := (ev1)∗ ◦ ext,

DF(Grad(X), gr(f))c•
ext
see

Proposition 3.4.3
//

T

++
DF(Filt(X), f)•

(ev1)∗ // DF(X, f(1))• .

(21)
Concretely, given an σ ∈ DF(gr(f))cn corresponding to a map σ : (pt/Gm)k×
Θn
k → X, the cone T(σ) is constructed by filling in the vertical arrows in the

following commutative diagram from left to right:

(pt/Gm)k ×Θn
k
� � t0=0 //

σ

((

Θn+1
k

ext(σ)
��

Θn
k

? _
t0=1oo

T(σ)
yy

X

Using this one can see that T(c) = f ∈ DF(X, f(1))1. For simplicity we
first state our results under the hypothesis that X has separated flag spaces,
which holds when X has affine diagonal (Proposition 1.1.13).
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Proposition 3.5.2. Let X be an algebraic stack satisfying (††) that has
separated flag spaces, and let g ∈ Grad(X)(k). Then

(1) the inclusion DF(gr(f))c• ⊂ DF(gr(f))• is bounded,
(2) c lies in the interior of the closed subset Deg(gr(f))c ⊂ Deg(gr(f)),

and
(3) for any rational point x ∈ Deg(gr(f)) which is not antipodal to c,

there is a unique rational 1-simplex
∆1
σ → Deg(gr(f))

with v0(σ) = c and v1(σ) = x. The set of points in ∆1
σ mapping to

Deg(gr(f))c is a closed subinterval with non-empty interior containing
the vertex v0.

Theorem 3.5.3 (Perturbation of filtrations). Let X be an algebraic stack
satisfying (††) that has separated flag spaces, and let f ∈ Filt(X)(k) be a
non-degenerate filtration. The map of fans T : DF(gr(f))c• → DF(f(1))• of
(21) is injective and maps c to f . The subset T(Deg(gr(f))c) ⊂ Deg(f(1))
contains an open neighborhood of f ∈ Deg(f(1)). Furthermore

(1) T is “bounded near f” in the sense that or any rational simplex ∆ξ →
Deg(f(1)) mapping x ∈ ∆ξ to f , the preimage of T(Deg(gr(f))c) in
∆ξ is a finite union of rational simplices; and

(2) If f ∈ Filt(X)(k) is contained in a closed substack Y ⊂ Filt(X) such
that ev1 : Y → X is quasi-compact, then T is a bounded inclusion,
hence T(Deg(gr(f))c) ⊂ Deg(f(1)) is closed (Corollary 3.1.21).

Note that the stronger hypothesis on X in the second part of Theorem 3.5.3
is satisfied when X has quasi-compact flag spaces (See Definition 3.8.1 below).
Proposition 3.5.2 and Theorem 3.5.3 are synopses of the lemmas which we
prove in the remainder of this section. The lemmas also lead to a more light-
weight version of the statement which does not require ev1 to be separated.
We state it here for reference, as we will use it below:

Theorem 3.5.4. Let X be an algebraic stack satisfying (††), and let f ∈
Filt(X)(k) be a non-degenerate filtration.

(1) For any rational point in Deg(gr(f)) which is not antipodal to c, there
is a canonical rational 1-simplex ∆1

σ → Deg(gr(f)) with v0(σ) = c and
v1(σ) = x, and the preimage of Deg(gr(f))c ⊂ Deg(gr(f)) contains
an open neighborhood of v0.

(2) Conversely, for any rational 1-simplex ∆1
σ → Deg(f(1)) with v0(σ) =

f , there is a rational 1-simplex ∆1
σ′ → Deg(gr(f))c such that v0(σ′) =

c and T(σ′) is a subcone of σ containing v0.

Remark 3.5.5. Note that Theorem 3.5.3 essentially identifies a closed
neighborhood of f ∈ DF(X, p) with non-empty interior such that every point
in this neighborhood is connected to f by a canonical 1-simplex. If X admits
a positive definite class in H4(X;R), one can canonically parameterize this
1-simplex by arc length using the spherical metric on DF(X, p). It should
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be possible to use this to show that this neighborhood of f is contractible,
hence DF(X, p) is a locally contractible space.

3.5.1. Proof of Proposition 3.5.2: Lemmas on the degeneration fan of a
graded point.

Lemma 3.5.6. Let X be an algebraic stack satisfying (††), and let g ∈
Grad(X)(k). The inclusion DF(g)c• ⊂ DF(g)• is bounded, so Deg(g)c →
Deg(g) is a closed subspace by Corollary 3.1.21.

Proof. Given a cone ξ : h[n] → DF(gr(f))n, we must show that the preimage
of DF(g)c• ⊂ DF(g)• is a bounded sub-fan of h[n]. Because cones in DF(g)c•
are characterized by their 1-dimensional sub-cones, it suffices to show that
the preimage of Deg(g)c → Deg(g) under a rational simplex ∆ξ → Deg(g)
is a finite union of rational simplices.

Say that ∆ξ → Deg(g) corresponds to a map f : (pt/Gm)k ×Θn
k → X, we

consider the representation
⊕
a0,...,anWa0,...,an of (Gn+1

m )k described in (19).
Points in ∆ξ correspond to (r1, . . . , rn) ∈ Rn≥0−{0} up to positive scale. One
can check that the set of points in the interior of ∆ξ which map to Deg(g)c
are the points (r1, . . . , rn) with all ri > 0 for which
r1a1 + · · ·+ rnan ≤ 0 ∀(a1, . . . , an) s.t. a0 < 0 for some Wa0,...,an 6= 0.

(22)
Note that these constraints are a finite list of linear inequalities. Rational
points in the boundary of ∆ξ correspond to maps Θk → Θn

k which do not map
0 to 0n. However, semicontinuity for the fiber cohomology of the complex
f∗LX implies that any point in the boundary of ∆ξ satisfying the above
inequalities still maps to Deg(g)c.

We have produced a rational polytope in ∆ξ mapping to Deg(g)c and
containing every point in the interior of ∆ξ which maps to Deg(g)c. Applying
this argument to the boundary of ∆ξ inductively shows that the set of points
in ∆ξ mapping to Deg(g)c is a finite union of rational polytopes, and can
thus be covered by finitely many simplices. �

Lemma 3.5.7. Let F• be a quasi-separated fan, and let {xi}∞i=0 be a sequence
of points in P(F•) converging to x ∈ P(F•). Then there is a rational simplex
∆σ → P(F•) and a subsequence {xij}∞j=1 that lifts to a sequence {x̃ij} ⊂ ∆σ

that converges to a lift x̃ ∈ ∆σ of x.

Proof. There must be a rational simplex ∆σ → P(F•) whose image contains
infinitely many of the xi. If x = xi for infinitely many i, then we chose any
rational simplex containing x. If not, then passing to a subsequence we may
assume that x 6= xi for any i. Now there must be a rational simplex whose
image contains infinitely many of the xi, or else the subset {xi} ⊂ P(F•)
would be closed, implying that any limit point appears in the sequence.

Fix such a rational simplex ∆σ → P(F•). Select the subsequence of points
which lift to ∆σ, and choose lifts. Because ∆ξ is compact we can pass to a
smaller subsequence which converges to some point x̃ ∈ ∆ξ. Because P(F•) is
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Hausdorff by Proposition 3.1.22, the image of x̃ under the map ∆ξ → P(F•)
must be x. �

Lemma 3.5.8. If X is an algebraic stack satisfying (††), then c lies in the
interior of the closed subset Deg(g)c ⊂ Deg(g).

Proof. To show that c lies in the interior of Deg(g)c, it suffices to show that
no net of points in the complement of Deg(g)c converges to c. For this, it
suffices to show that any sequence in Deg(g) converging to c must contain
points in Deg(g)c. By Proposition 3.2.9 and Lemma 3.5.7 we may assume
that this sequence lifts to a sequence {xi}∞i=1 ⊂ ∆σ for some rational simplex
∆ξ → Deg(g) converging to a point which maps to c. By subdividing
∆ξ we may assume that v0(ξ) = limi→∞ xi maps to c. By definition of
the canonical filtration c, the fact that v0(ξ) = c ∈ Deg(g) implies that
in the linear inequalities (22) defining the preimage of Deg(g)c ⊂ Deg(g)
in ∆ξ, the integer a1 is always some positive multiple of a0. It follows
that the constraints are satisfied in some open neighborhood of the point
corresponding to (r1, . . . , rn) = (1, 0, . . . , 0). Thus the sequence {xi}, which
converges to (1, 0, . . . , 0), must map to Deg(g)c for i sufficiently large. �

Finally, we show that both the degeneration space Deg(g) and Deg(g)c
are “star shaped" with respect to the canonical point c.

Lemma 3.5.9. If X→ B is a morphism of algebraic stacks with separated
relative inertia IX/B → X, then for any rational point x ∈ Deg(g) which
is not antipodal to c, there is a canonical rational 1-simplex ∆1

σ → Deg(g)
with v0(σ) = c and v1(σ) = x. The set of points in ∆1

σ mapping to Deg(g)c
is a closed subinterval with non-empty interior containing the vertex v0. If
furthermore X → B satisfies (†) and has separated flag spaces, then σ is
unique.

Proof. The point x is represented by some map ν : (pt/Gm)k × Θk → X.
We can compose this with the map (pt/Gm)k × Θ2

k = (Θk × (pt/Gm)k) ×
Θk → (pt/Gm)k × Θk which is the identity on the first factor and the
canonical map (20) on the second factor. It follows from Lemma 3.5.10
below that if the resulting map Θ2

k → Grad(X) is non-degenerate, then either
v0(σ), v1(σ) ∈ DF(Grad(X), g)1 are positive multiples of one another, or
they are antipodal, so under the hypothesis of the lemma σ is non-degenerate.
If X satisfies (†) and has separated flag spaces, then σ is uniquely determined
by v0 and v1 by Lemma 3.2.14.

Finally, we know from the proof of Lemma 3.5.6, that the condition for a
point in the interior of ∆σ to map to Deg(g)c is given by a finite list of linear
inequalities which hold strictly at v0 and thus hold in a neighborhood of v0.
These inequalities define a closed interval with non-empty interior containing
v0. To complete the proof we must argue that if x ∈ Deg(g)c, then all of
σ must map to Deg(g)c as well. Say x is represented by ν as above, and
consider a point in the interior of ∆1

σ, represented by a nonvanishing pair
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(r0, r1) ∈ Z2
>0 which defines a map

ν ′ : Θk × (pt/Gm)k
(r0,r1)−−−−→ Θ2

k × (pt/Gm)k
σ−→ X.

We can directly compare the two representations ν∗LX|(0,0) and (ν ′)∗LX|(0,0)
of (Gm)2

k: the latter is the pullback of the former along the homomorphism
G2
m → G2

m given by
(z0, z1) 7→ (z0z

r0
1 , z

r1
1 ).

It follows that (a0, a1) is a cotangent weight of ν if and only if (a0, a0r0 +a1r1)
is a cotangent weight of ν ′. In particular if ν ∈ DF(g)c1, then any cotangent
weight of ν ′ with a0 < 0 is of the form (a0, a0r0 + a1r1) with a1 ≤ 0, so
ν ′ ∈ Deg(g)c1 as well. �

The following lemma was used in the previous proof.

Lemma 3.5.10. Let X be an algebraic stack, and let f : Θ2
k → X be a

morphism over a k-point of B such that ker((Gm)2
k → AutX f(0)) is positive

dimensional. Then one of the following holds:
(1) the two pointed maps Θk → X induced by restricting f to (A1

k \ 0)×
A1
k/G2

m
∼= Θk and to A1

k × (A1
k \ {0})/G2

m
∼= Θk are antipodal, or

(2) f factors uniquely through a morphism π : Θ2
k → Θk given in coordi-

nates by (z1, z2) 7→ za1z
b
2 for some a, b ≥ 0.

Proof. The claim only depends on X ×B Spec(k), so we may assume B =
Spec(k). AsG = ker((G2

m)k → AutX f(0)) is a positive dimensional subgroup,
it contains a subtorus G0 of rank 1. G0 has the form {(ta, tb)|t ∈ Gm} for
some pair of coprime integers a, b with a ≥ 0. We prove the claim in three
cases:
Case 1: ab < 0

In this case b < 0. Consider the morphism π : A2
k → A1

k taking (z1, z2) 7→
z−b1 za2 . This identifies A1

k with the good quotient A2
k//G0 = Spec(k[z1, z2]G0).

Note that π is equivariant for the group homomorphism G2
m → Gm given

by the same formula and thus induces a map π : Θ2
k → Θk that is a relative

good moduli space morphism. The universal property for good moduli
space morphisms [AHR2, Thm. 17.2] implies that f factors uniquely through
π, because G0 = ker((G2

m)k → AutΘk(π(0))) is contained in ker((G2
m)k →

AutX(f(0))) by construction.
Case 2: ab > 0

In this case b > 0, and the good quotient A2
k//G0 ∼= Spec(k). So the

morphism π : Θ2
k → B(Gm)k induced by the projection A2

k → Spec(k) and
the homomorphism φ : G2

m → Gm given by (z1, z2) 7→ z−b1 za2 is a relative
good moduli space morphism. Note that φ maps the two factors of G2

m to
opposite cocharacters of Gm (up to positive multiple). Again the universal
property [AHR2, Thm. 17.2] implies that f factors uniquely through π, hence
the two k-points of Filt(X) determined by f |A2−{0}/G2

m
are antipodal.
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Case 3: ab = 0

We may assume, by permuting coordinates, that a = 0. Then let π :
Θ2
k → Θk be the projection onto the first factor, given in coordinates by

(z1, z2) 7→ z1. As above, π is a good moduli space morphism, and the
universal property implies that f factors uniquely through π.

�

3.5.2. Proof of Theorem 3.5.3.

Lemma 3.5.11. If X is a stack satisfying (††), then the map ext : DF(gr(f))c• →
DF(f)• is bounded, and ext(c) lies in the interior of the closed subset
Deg(gr(f))c ⊂ Deg(f).

Proof. Consider a cone ξ : h[n] → DF(f)•, then Proposition 3.4.3 implies
that a subcone ξ′ : h[k] → h[n] → DF(f)• lies in the image of ext if and
only if gr(ξ′) ∈ DF(gr(f))cn. Hence the preimage of DF(gr(f))c• ⊂ DF(f)•
is bounded by Lemma 3.5.6. Similarly, image of ext is precisely the preimage
of DF(gr(f))c• ⊂ DF(f)•, so ext(c) lies in the interior of the image of
Deg(gr(f))c by Lemma 3.5.8. �

Lemma 3.5.12. For any B-stack X with representable and separated relative
inertia, any p ∈ X(k), and any cone σ ∈ DF(X, p)n with v0(σ) = f ∈
DF(X, p)1, there is a canonical cone σ′ ∈ DF(Filt(X), f)n with (ev1)∗(σ′) =
σ.

Proof. Consider the product map p : Θk ×Θk → Θk given in coordinates by
(t0, t1) 7→ t0t1. The composition

Θn+1
k

p×idΘn−1
k−−−−−−→ Θn

k
σ−→ X

can be regarded as a non-degenerate n-dimensional filtration of f ∈ Filt(X)(k)
lifting σ ∈ DF(X, f(1))n. �

The following should be interpreted as saying that the map of fans T is
“bounded near f”

Lemma 3.5.13. Let X be a stack satisfying (††) with separated flag spaces.
Then T is injective, and f is an interior point of the subset T(Deg(gr(f))c) ⊂
Deg(f(1)). For any rational simplex ξ : ∆ξ → Deg(f(1)) mapping x ∈ ∆ξ to
f , the preimage ξ−1(T(Deg(gr(f))c)) ⊂ ∆ξ is a finite union of sub-simplices.

Proof. We have seen in Proposition 3.2.12 that representable separated
maps of stacks induce injective maps on degeneration fans, so (ev1)∗ :
DF(Filt(X), f)• → DF(X, f(1))• is injective. ext is injective because gr ◦ ext
is injective, and hence T = (ev1)∗ ◦ ext is injective. First we show that for
any rational simplex ξ : ∆ξ → Deg(f(1)) mapping x ∈ ∆ξ to f , the preimage
ξ−1(T(Deg(gr(f))c)) ⊂ ∆ξ is a finite union of sub-simplices which contains
an open neighborhood of x.
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By barycentric subdivision of ∆ξ centered at x, one can reduce to proving
the claim when x is the 0th vertex of ∆ξ, so we may assume that for our
ξ ∈ DF(X, f(1))n we have v0(ξ) = fm for some m > 0. Proposition 1.3.11
implies that the mth-power map Filt(X) → Filt(X) is an isomorphism on
connected components, so if Θn−1

k → Filt(X) is a map such that the image
of the generic point admits an mth root, then the entire map admits and
mth root. The resulting filtration Θn

k → X represents the same simplex in
Deg(X, f(1)) set theoretically. We may therefore assume that v0(ξ) = f .

In this case ξ lifts to DF(f)• by Lemma 3.5.12. Injectivity of ev1 implies
that for any ξ : h[n] → DF(f(1))• which lies in the image of (ev1)∗ :
DF(f)• → DF(f(1))•, we have

h[n] ×DF(X,f(1))• DF(gr(f))• = h[n] ×DF(Filt(X),f)• DF(gr(f))•.

Lemma 3.5.11 therefore implies that ξ−1(Deg(gr(f))c) ⊂ ∆ξ is a finite union
of rational sub-simplices that contains x in its interior.

If f ∈ T(Deg(gr(f))c) were not an interior point, then one could use
Lemma 3.5.7 to find a sequence of xi in some rational simplex ∆ξ →
Deg(f(1)) which converge to a point x ∈ ∆ξ such that x maps to f , but no xi
maps to T(Deg(gr(f))c). This contradicts the fact that ξ−1(T(Deg(gr(f))c))
contains an open neighborhood of x. Therefore the subset T(Deg(gr(f))c)
must contain an open neighborhood of f . �

Under stronger hypotheses still, we can prove that T is bounded.

Lemma 3.5.14. If X satisfies (††) and has separated flag spaces, and if
f is contained in a closed substack Y ⊂ Filt(X) for which ev1 : Y → X is
quasi-compact, then the injective map T is bounded, and f lies in the interior
of the closed subset Deg(gr(f))c ⊂ Deg(X, f(1)).

Proof. We know that the map ev1 : DF(Filt(X), f)• → DF(X, f(1))• is
bounded by Proposition 3.2.12, and ext is bounded by Lemma 3.5.11. �

3.6. The component space C omp(X). We introduce a topological space
which is much smaller than |DF(X, p)•| and plays a key role in our construc-
tion of numerical invariants below.

Definition 3.6.1. Let X be a stack satisfying (†), and let ξ : S → X be
a map from a scheme. We say that a connected component of Filtn(X) is
non-degenerate if it contains a non-degenerate point (note that if IX/B → X
is separated, then Proposition 1.3.9 implies every point in the component
is non-degenerate). We define a formal fan CF(ξ)• and the component fan
CF(X)• by

CF(X)n := {non-degenerate α ∈ π0 Filtn(X)} , and
CF(ξ)n := {α ∈ π0(Flagn(ξ)) whose image in π0 Filtn(X) is non-degenerate} .

We define the component space of X (respectively ξ) to be C omp(X) :=
P(CF(X)•) (respectively C omp(ξ) = P(CF(ξ)•)).
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Note that the rational points of C omp(X) correspond exactly to the set
π0(Filt(X))/N×.

Remark 3.6.2. For an arbitrary stack Y, one can define the set of connected
components π0(Y) as the set of points |Y| modulo the smallest equivalence
relation identifying any two points in the image of a map S → Y where S is
a connected scheme. Using this one can define CF(X)• and CF(ξ)• even for
stacks over B that are not algebraic.

For any scheme S and S-point ξ : S → X, the map Flagn(ξ)→ Filtn(X)
defines a canonical map of fans CF(ξ)• → CF(X)•. Furthermore for p ∈ X(k)
we can define a map of fans DF(X, p)• → CF(p)• by assigning a k-point of
Flagn(p) to its connected component in π0(Flagn(p)).10

3.6.1. The component space of a quotient stack. In this subsection G will
denote either a split reductive group over a field k or G = GLN over Z,
T ⊂ G will denote a split maximal torus, and X will denote a G-quasi-
projective scheme over a base scheme B. We shall compute the component
fan CF(X/G)• by considering the map X/T → X/G. Using the description
in Theorem 1.4.8 of the stack of filtered objects in X/G and X/T , we can
identify the map Filtn(X/T ) → Filtn(X/G) with the canonical surjective
map ⊔

ψ∈Hom(Gnm,T )
Xψ,+/T →

⊔
ψ∈Hom(Gnm,T )/W

Xψ,+/Pψ

The Weyl group W acts naturally on Filtn(X/T ) by the canonical iden-
tification w · Xψ,+ ' Xwψw−1,+ for w ∈ W , and the map Filtn(X/T ) →
Filtn(X/G) is invariant with respect to this action.

Lemma 3.6.3. If G is geometrically connected, then the W -invariant map
CF(X/T )• → CF(X/G)• induces an isomorphism

CF(X/T )•/W ' CF(X/G)•.

Proof. Observe that Xψ,+/T → Xψ,+/Pψ induces a bijection on connected
components. This follows from the fact that Pψ is connected, so the set of
connected components of both stacks corresponds bijectively to the set of con-
nected components of Xψ,+. The components of Filtn(X/G) and Filtn(X/T )
which are non-degenerate correspond to components ofXψ,+ for ψ which have
a finite kernel, so the equivalence π0(Filtn(X/G)) ' π0(Filtn(X/T ))/W pre-
serves the non-degenerate components and gives an equivalence of component
fans. �

10Note that the group of k-points of Aut(p) also acts on DF(X, p)• and if G is connected,
then the morphism DF(X, p)• → CF(p)• factors through DF(X, p)•/Aut(p). One can
define a fan which is still coarser than CF(ξ)• whose set of n-cones is im(CF(X, ξ)n →
π0 Filtn(X)), but CF(ξ)• will suffice for our purposes.
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Because projective geometric realization of fans commutes with colimits,
and the quotient is a colimit, it follows that

C omp(X/G) ' C omp(X/T )/W
as well. Consider the set {(Ti ⊂ T,Zi ⊂ XTi)}i∈I of all sub-tori which arise
as the reduced identity component of the stabilizer of some point in X along
with a choice of connected component Zi of the fixed locus XTi . The index
set I is finite, as can be shown by reducing to the case of a linear action of
T on projective space. We therefore have

Lemma 3.6.4. The fans CF(X/T )• and CF(X/G)• are bounded.

Proof. By Lemma 3.6.3 it suffices to prove this for X/T . For each i, choose
a finite type point in Zi(ki). Consider the map of stacks

X′ :=
⊔
i

Spec(ki)/Ti →
⊔
i

Zi/Ti → X/T.

Lemma 1.1.5 implies that Gradn(X′) → Gradn(X/T ) is surjective for all
n, and Lemma 1.3.8 implies that Gradn(−) and Filtn(−) have the same
connected components. It follows that CF(X′)• → CF(X/T )• is surjec-
tive. The claim now follows from the observation that CF(Spec(ki)/Ti)• '
DF(Spec(ki)/Ti, pt)• is bounded (see Lemma 3.2.6). �

We can give an even more concise description of C omp(X/T ). Partially
order the set {(Ti, Zi)}i∈I above by the rule

(Ti, Zi) ≺ (Tj , Zj) if Ti ⊂ Tj and Zj ⊂ Zi.
Let N = Hom(Gm, T ) be the cocharacter lattice. For each i we consider the
subgroup Ni := Hom(Gm, Ti) ⊂ N . Note that with our indexing convention
the Ni are not distinct as subgroups of N , but we regard them as distinct
abstract groups. For any i ≺ j we have a canonical embedding Ni ⊂ Nj .
Then |CF(X/T )•| is a union of the vector spaces (Ni)R along the resulting
inclusions (Ni)R ⊂ (Nj)R. The proof of Lemma 3.6.3 actually implies the
following

Lemma 3.6.5. |CF(X/T )•| ' colim
i∈I

(Ni)R and C omp(X/T ) ' colim
i∈I

((Ni)R−

{0})/R×>0.

Thus |CF(X/T )•| is a finite union of real vector spaces along linear
embeddings, and |CF(X/G)•| is the quotient of this space by an action of
W which permutes indices and acts linearly on each vector space.

Remark 3.6.6. Note that the inclusions of vector spaces come from an
inclusion of lattices Ni ↪→ Nj . The image of these lattices in C omp(X/T ) =⋃

(Ni)R is precisely the set of integral points, and the action of W preserves
integral points. The set of non-zero integral points of C omp(X/G), which
is in bijection with the set of non-degenerate connected components of
Filt(X/G), is the union of the image of the maps Ni \ {0} → C omp(X/G).
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3.6.2. The component space of a quasi-compact stack.

Lemma 3.6.7. Let X =
⋃
Xi be a set-theoretic disjoint union of locally

closed substacks. Then the map of fans
⊔
i CF(Xi)• → CF(X)• is surjective.

Proof. We know from Lemma 1.3.8 that Gradn(X) → Filtn(X) induces a
bijection on connected components, so it suffices to show that for any n,⊔
i Gradn(Xi) → Gradn(X) induces a surjection on connected components.

This follows from Corollary 1.1.8, which implies that this map is universally
bijective. �

Corollary 3.6.8. If X is quasi-compact satisfying (†), then the fan CF(X)•
is bounded, and hence C omp(X) is compact.

Proof. Because X is quasi-compact, we can find a smooth map Spec(R)→ B
such that the base change XR → X is surjective. By Corollary 1.1.9 the maps
GradnR(XR)→ GradnB(X) are surjective and hence surjective on π0. It follows
that the map CF(XR)• → CF(X)•, where the former is computed relative
to Spec(R) and the latter relative to B, is surjective. XR is quasi-compact
because B is quasi-separated, so we may therefore assume that B = Spec(R).
We can write any noetherian stack with affine stabilizers as a set-theoretic
union of locally closed substacks which are quotient stacks [K3, Proposition
3.5.9][HR1, Proposition 8.2]. The component fan of a quotient stack over
the base Spec(R) is bounded, by the computations above, so it follows from
Lemma 3.6.7 that CF(X)• is bounded. �

Remark 3.6.9. After developing some more sophisticated methods, we will
show in Lemma 4.4.9 that for any quasi-compact stack X satisfying (†) and
any map ξ : S → X from a quasi-compact space S, the fan CF(X, ξ)• is
bounded.

3.7. Cohomology and functions on the component space. We now
discuss a method of constructing continuous functions on Deg(X, p) and
|DF(X, p)•| from cohomology classes on the stack X with values in some
fixed coefficient ring A ⊂ R. In order for our framework and results to be as
flexible as possible – for instance to work over fields other than C – we will
axiomatize the properties we need. These properties hold for many common
cohomology theories. We use H∗ to denote any contravariant functor from
some subcategory of the homotopy category of B-stacks,11 which must at
least contain the stacks Θn

S for any finitely presented B-scheme S, to graded
A-modules that satisfies the following axioms.

(1) For fields k of finite type over B, there is a canonical isomorphism
H∗(Θn

k) ' A[u1, . . . , un] with ui in cohomological degree 2. We
regard the ring A[u1, . . . , un] as polynomial A-valued functions on
(R≥0)n.

11By homotopy category we mean the category whose objects are stacks and whose
maps are 1-morphisms of stacks up to 2-isomorphism.
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(2) For any φ : [m] → [n] in Cone, the restriction homomorphism
H∗(Θn

k) → H∗(Θm
k ) induced by the morphism Θm

k → Θn
k agrees

with the restriction of polynomial functions along the corresponding
inclusion (R≥0)m ⊂ (R≥0)n.

(3) For any integral affine finitely presented B-scheme S, the composed
homomorphism H∗(Θn

S)→ H∗(Θn
k(s)) ' A[u1, . . . , un] is independent

of the finite type point s ∈ S.
We regard the choice of cohomology theoryH∗(−) satisfying (1)-(3) as fixed

throughout this paper. We sometimes use the phrase rational cohomology
classes to refer to classes in a cohomology theory with coefficient ring A = Q.
Example 3.7.1. When B is locally of finite type over C, we may discuss the
topological stack underlying the analytification of any X satisfying (†). This
topological stack is defined by taking a presentation of X by a groupoid in
schemes and then taking the analytification, which is a groupoid in topological
spaces. The cohomology is then defined as the cohomology of the classifying
space of this topological stack [N2]. For global quotient stacks X = X/G this
agrees with the equivariant cohomology H∗Gan(Xan;A) which agrees with
H∗K(Xan;A) when K ⊂ G is a maximal compact subgroup weakly homotopy
equivalent to G. The properties (1)-(3) are well known in this setting.
Remark 3.7.2. The stack Θn = An/Gn

m deformation retracts onto pt/Gn
m,

so standard computations in equivariant cohomology show thatH∗(An/Gn
m) '

A[u1, . . . , un], where ui, . . . , un ∈ H2. Note that while H∗(pt/Gn
m) '

A[u1, . . . , un] as well, the generators in H2 are only canonical up to the
action of GLn(Z) via automorphisms of pt/Gn

m. Automorphisms of Θn

correspond to M ∈ GLn(Z) such that M and M−1 both fix (R≥0)n, which
implies that M is a permutation matrix. It follows that the generators of
H2(Θn) are canonical up to permutation. We encode this distinction in (1)
by regarding A[u1, . . . , un] as functions on (R≥0)n rather than Rn.
Example 3.7.3. When B is locally finite type over some other field, one
can take H∗ to be operational equivariant Chow cohomology [EG, K3].
For properties (1) and (2) see [P1]. Applying [G, Theorem 3.5] to the
special (Gm)nk -linear scheme Ank gives a version of the Künneth formula
H∗(Θn

S) ' H∗(S)⊗H∗(Θn
k) for any finite type B-scheme S. This combined

with the fact that H∗(Spec(k)) = A for any field k of finite type over B
implies (3).
Lemma 3.7.4. Let X be a stack and let η ∈ H2l(X). Then there is a unique
continuous function η̂ : |CF(X)•| → R defined by the property that for any
ξ ∈ CF(X)n the restriction of η̂ along the map ξ : Rn≥0 → |CF(X)•| is
the homogeneous degree l function f∗(η) ∈ H∗(Θn

k) ' A[u1, . . . , un], where
f : Θn

k → X is a finite type point of Filtn(X) lying on the connected component
corresponding to ξ.
Proof. Property (3) guarantees that f∗(η) ∈ A[u1, . . . , un] only depends
on the connected component on which f ∈ Filtn(X) lies. Consequently
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η ∈ H2l(X) defines a function π0 Filtn(X) → A[u1, . . . , un]deg−l, which we
regard as a space of real valued degree l polynomials on Rn≥0. The geometric
realization is a colimit, so a continuous function |F | → R is defined by
a family of continuous functions (R≥0)n → R for each ξ ∈ Fn which is
compatible with the continuous maps (R≥0)k → (R≥0)n for each morphism
in (Cone|F ). Properties (1) and (2) give exactly such a family of continuous
functions on (R≥0)n. �

For a stack X with representable separated inertia and p ∈ X(k), we will
overload notation by using η̂ to denote the function on |DF(X, p)| obtained
by restricting η̂ along the canonical map |DF(X, p)| → |CF(X)|. A filtration
f : Θk → X defines an integral point in both |DF(X, f(1))| and |CF(X)|,
the image of 1 ∈ R≥0 under the rational ray corresponding to f ,

R≥0 → |DF(X, f(1))| → |CF(X)|.
We denote this point by f ∈ |DF(X, f(1))| as well. Given a class η ∈ H2l(X),
we can evaluate the funtion η̂ at this point,

η̂(f) = 1
ql
f∗(η) ∈ A, (23)

where ql is the canonical generator of the cohomology H∗(Θk;A) ' A[[q]].

Remark 3.7.5. Operational Chow cohomology should satisfy property (3)
in mixed characteristic as well, but the literature on operational Chow
cohomology of stacks in mixed characteristic is not as developed. In practice,
however, we will always be considering Chern classes of locally free sheaves
(or complexes) on X. For these classes, one can check property (3) directly
by relating the Chern classes of a locally free sheaf on Θn

k to the weights
of the sheaf restricted to (pt/Gn

m)k, so the conclusion of Lemma 3.7.4 still
applies.

3.7.1. Positive definite classes. One useful notion we will make frequent use
of is the following

Definition 3.7.6. We say that a class b ∈ H4(X) is positive definite if for
all non-degenerate maps g : pt/Gm → X, the pullback γ∗(b) ∈ H4(pt/Gm) '
A · u2 ⊂ R[u] is a positive multiple of u2.

Note that the generator of H2(pt/Gm) is only canonical up to sign, but u2

is a canonical generator for H4(pt/Gm), so the notion of sign is well-defined.
We leave the proof of the following to the reader:

Lemma 3.7.7. The following are equivalent:
(1) b ∈ H4(X) is positive definite,
(2) the function b̂ : |CF(X)•| → R is positive away from the cone point,

and
(3) for any p ∈ X(k), the function b̂ : |DF(X, p)•| → R is positive away

from the cone point.
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Note that b is positive definite if and only if for every non-degenerate
map g : (pt/Gm)n → X the resulting quadratic form g∗(b) ∈ Sym2(Rn) is
positive definite. In fact, the previous lemma shows that if the fan CF(X)•
is bounded, then there is a finite set of non-degenerate morphisms

gi : (pt/Gm)ni → X, for i = 1, . . . , N
with finite kernels such that b ∈ H4(X) is positive definite if and only if
g∗i (b) ∈ H4((pt/Gm)ni) ' Sym2(Rni) is a positive definite bilinear form for
all i = 1, . . . , N . In this case the set of positive definite classes (if non-empty)
is the interior of a convex cone of full dimension in H4(X/G), and small
perturbations of a positive definite class remain positive definite.

Remark 3.7.8. Let b ∈ H4(X) be positive definite. In this case given
γ ∈ DF(X, p)2 we can define the length of the γ as

length(γ) = arccos

b(φ∗1,1γ)− b(φ∗1,0γ)− b(φ∗0,1γ)
2
√
b(φ∗0,1γ)b(φ∗1,0γ)

 ,
where φ∗m,n : DF(X, p)2 → DF(X, p)1 for m,n ≥ 0 is the map induced by
the morphism in Cone corresponding to the homomorphism Z→ Z2 taking
φm,n : 1 7→ (m,n). One can check that the formula for length(γ) is invariant
under any homomorphism Z2 → Z2 preserving the two positive coordinate
rays in R2, and thus length is a well-defined function of a rational 1-simplex
in Deg(X, p). We can then define a spherical metric on Deg(X, p) by the
formula

d(f, g) := inf
{∑

i

length(γ(i))
}

Where the infimum is taken over all piecewise linear paths, meaning sequences
γ(0), . . . , γ(n) of rational 1-simplices in Deg(X, p) such that φ∗1,0γ(0) = f ,
φ∗0,1γ

(n) = g and φ∗0,1γ(i) = φ∗1,0γ
(i+1). This is a generalization of the spherical

metric discussed in [MFK, Section 2]

3.8. A criterion for quasi-compactness of flag spaces.

Definition 3.8.1. If X is a stack satisfying (†), then we say X has quasi-
compact flag spaces if for any connected component Y ⊂ Filt(X), the map
ev1 : Y→ X is quasi-compact.

Proposition 3.8.2. Let X be a quasi-compact algebraic stack satisfying
(†). Let Φ : |CF(X)•| → R be a function such that for any c ∈ R the
preimage of Φ−1((−∞, c]) in any rational cone Rn≥0 → |CF(X)•| is bounded.
Then ev1 : Filtn(X)→ X is quasi-compact on each connected component of
Filtn(X).

Proof. Because X is quasi-separated, it suffices to show that the connected
components of Filtn(X) itself are quasi-compact. The image of X is contained
in the image of some smooth map Spec(R) → B, which is quasi-compact
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because B is quasi-separated. Then FiltB(X)R ∼= FiltR(XR) by Lemma 1.1.1,
and FiltB(X)R → FiltB(X) is surjective and quasi-compact, so it suffices to
replace B with Spec(R) and X with XR.

The projection gr : Filtn(X)→ Gradn(X) is quasi-compact and a bijection
on connected components by Lemma 1.3.8, so it suffices to show that the
connected components of Gradn(X) are quasi-compact.

We first address the case n = 1. The function Φ : |CF(X)| → R defines
a locally constant function on Filt(X) and hence on Grad(X) as well. The
value on each connected component of Filt(X) is the value of Φ at the image
of 1 ∈ R≥0 under the corresponding rational ray R≥0 → |CF(X)| (See the
formula (23)). By convention we let Φ = −∞ on the connected components
of Filt(X) classifying trivial filtrations (they are isomorphic to X). We claim
that the substack of Grad(X) on which Φ ≤ c is quasi-compact.

Write X as a set theoretic union X =
⋃
Xi of locally closed substacks of

the form Xi/GLni for a GLni-quasi-projective scheme. Then Grad(X) =⋃
i Grad(Xi) is a set-theoretic union of locally closed substacks as well.

Consider the restriction of Φ along the map |CF(Xi)| → |CF(X)|. In
Lemma 3.6.5 we described C omp(Xi/GLni) as a finite union of real vector
spaces associated to various subgroups of the cocharacter group of Gni

m ,
modulo the action of the Weyl group Sni . The hypothesis that Φ−1((−∞, c])
is bounded in any rational cone of |CF(X)| implies that there are only
finitely many integral points in |CF(Xi)| for which Φ ≤ c. We know from
Theorem 1.4.7 that Grad(Xi) has quasi-compact connected components, so it
follows that the substack of Grad(Xi) on which Φ ≤ c is quasi-compact. This
holds for all i, so the substack of Grad(X) on which Φ ≤ c is quasi-compact
as well.

The argument for n > 1 is very similar, so we omit it. The only difference
is that one should consider the set of connected components of Filtn(X) such
that each of the vertex maps vi : Filtn(X)→ Filt(X) maps to the locus where
Φ ≤ c and show that this subset of Filtn(X) is quasi-compact. �

Example 3.8.3. When X is quasi-compact and admits a positive definite
class b ∈ H4(X;R), the function b̂ : |CF(X)| → R of Lemma 3.7.4 satisfies
the hypothesis of Proposition 3.8.2. More generally, Proposition 3.8.2 implies
that any stack X satisfying (†) that is quasi-compact and admits a norm on
graded points in the sense of Definition 4.1.12 below has quasi-compact flag
spaces.

4. Construction of Θ-stratifications

In this section we strengthen the main existence result, Theorem 2.2.2 in
several ways, leading ultimately to relatively simple necessary and sufficient
conditions for the existence of a Θ-stratification in Theorem 4.5.1.

Our Θ-stratifications will be defined by a numerical invariant, which con-
sists (Definition 4.1.1) of a realizable subset U ⊂ C omp(X) and a continuous
function µ : U → R. For any p ∈ X(k), µ then induces a function on the
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preimage of U under the projection Deg(X, p)→ C omp(X, p). We say that
p is unstable if there is a point f ∈ Deg(X, p) with µ(f) > 0, and the HN
problem is to show that if p is unstable, then µ achieves a maximum at a
unique rational point of Deg(X, p), which we call the HN filtration.

The rough idea behind our approach to the HN problem is that a maximum
for µ exists because C omp(X, p) is compact, and it is unique because the
locus of maximizers of µ on Deg(X, p) is convex and µ is locally strictly
quasi-concave on Deg(X, p).

4.1. Numerical invariants and the Harder-Narasimhan problem. In
Theorem 2.2.2 we encoded the data of a Θ-stratification of a stack X satisfying
(††) as a subset S ⊂ Irred(Filt(X)) and a function µ : S → Γ for some totally
ordered set Γ. In the remainder of the paper we shall specialize to a more
restrictive situation in which we can use the structures of Section 3 to analyze
the Harder-Narasimhan problem. Recall the notion of the component space
C omp(X) (Definition 3.6.1).

Definition 4.1.1. Let X be a stack, let Γ be a totally ordered set such that
every bounded above subset admits a supremum, and fix a distinguished
element 0 ∈ Γ. A numerical invariant on X with values in Γ consists of
a realizable subset U ⊂ C omp(X) (see Definition 3.1.25) and a function
µ : U → Γ. Given a numerical invariant µ we define the stability function
Mµ : |X| → Γ ∪ {∞} as

Mµ(p) = sup {µ(f) |f ∈ U with f(1) = p ∈ |X|} ,
where we are abusing notation by using f ∈ U to denote both a filtration
f and the point in C omp(X) corresponding to the connected component of
Filt(X) which contains f , and by letting µ(f) denote the corresponding value
of µ. We say that p ∈ |X| is unstable if Mµ(p) > 0 and semistable otherwise.

Remark 4.1.2. In the special case that U = C omp(X), which is the situation
in most examples, one can identify Definition 4.1.1 with the more explicit
definition of a numerical invariant given in the introduction, Definition 0.0.3,
i.e., µ consists of a family of scale-invariant functions µγ : Rn \ 0 → Γ for
any p ∈ X(k) and homomorphism γ : (Gm)k → AutX(p) with finite kernel,
and these functions are locally constant in algebraic families and compatible
with field extension and restriction along homomorphisms of tori.

Proof. Any p ∈ X(k) and homomorphism γ : (Gn
m)k → AutX(p) with fi-

nite kernel defines a non-degenerate point of Gradn(X), and hence a non-
degenerate connected component α ∈ π0(Gradn(X)). Lemma 1.3.8 gives a
bijection π0(Filtn(X)) ' π0(Gradn(X)), so we can identify cones of CF(X)•
with non-degenerate connected components of Gradn(X). The group (Z/2Z)n
acts by coordinate-wise inversion on BGn

m and hence acts on Gradn(X). If
we regard α ∈ π0(Gradn(X)) as a cone in CF(X)n, then the (Z/2Z)n-orbit
of α gives a collection of cones which naturally glue together to form the
orthants of a continuous R×>0-equivariant map Rn → |CF(X)•|. This defines
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a continuous map (Rn \ 0)/R×>0 → C omp(X), and µγ is the restriction of
µ : C omp(X)→ Γ along the composition Rn \ 0→ C omp(X). It is not hard
to see that this induces an equivalence between the data of Definition 0.0.3
and that of a numerical invariant with U = C omp(X). �

Let µ : U ⊂ C omp(X)→ Γ be a numerical invariant. The set of rational
points of U on which µ > 0 corresponds to a subset of π0(Filt(X))/N×,
or equivalently an N×-invariant union of connected components, which we
denote by Y ⊂ Filt(X). We can choose a subset S ⊂ Irred(Y) that is a
complete set of N×-orbit representatives of irreducible components, and
consider the induced function µ : S → Γ≥0 = {c ∈ Γ|c ≥ 0}. This is an
instance of the data (8).
Definition 4.1.3. We say that µ defines a (weak) Θ-stratification of X if
the subset S ⊂ Irred(Filt(X)) and µ : S → Γ≥0 constructed above define a
(weak) Θ-stratification in the sense of Definition 2.2.1.

Fix a numerical invariant µ : U ⊂ C omp(X)→ Γ. For any p ∈ X(k), the
canonical continuous map Deg(p) → C omp(X) allows us to consider the
preimage Up ⊂ Deg(p) of U and restrict µ to a function on Up, which we also
denote by µ. Note that this is compatible with the map Deg(p)→ Deg(p′)
if k′/k is a field extension and p′ ∈ X(k′) the k′-point induced by p. This
allows us to reformulate the Harder-Narasimhan problem as follows:
Problem 4.1.4 (Harder-Narasimhan). Given an unstable p ∈ X(k), is there
a unique rational point f ∈ Up ⊂ Deg(X, p) which maximizes µ(f)?

If such an f exists, it corresponds to a filtration f : Θk → X of p up to
composition with the ramified covering maps (•)n : Θk → Θk. If f is still
a maximizer for µ after base change to the algebraic closure k̄, it will be a
Harder-Narasimhan filtration in the sense of part (1) of Theorem 2.2.2.
Definition 4.1.5 (HN filtration). An HN filtration of a point p ∈ X(k)
is a non-degenerate filtration f : Θk → Xk along with an isomorphism
f(1) ∼= p ∈ Xk(k) such that if p̄ ∈ X(k̄) is the base change of p to an algebraic
closure of k, then fk̄ ∈ Deg(X; p̄) lies in Up̄ and maximizes µ.
4.1.1. Properties of numerical invariants.
Definition 4.1.6. Let X be a stack over a base stack B, and let µ : U ⊂
C omp(X) be a numerical invariant. For any field k over B, any p ∈ X(k),
and any rational simplex ∆n

σ → Up ⊂ Deg(X, p), let us denote the restriction
of µ by µσ : ∆n

σ → Γ. We say that µ is:
• locally quasi-concave if for any p ∈ X(K) and ∆n

σ as above, µ−1
σ ([0,∞)) ⊂

∆n
σ is convex, and for any distinct points x0, x1, x2 ∈ µ−1

σ ([0,∞)) with
x1 on the line segment joining x0 and x2, one has

µσ(x1) ≥ min(µσ(x0), µσ(x2)), (24)
with µσ(x0) = µσ(x2) whenever equality holds;



98 DANIEL HALPERN-LEISTNER

• quasi-concave if it is locally quasi-concave and for any p ∈ X(k) as
above Uµ>0

p := {x ∈ Up|µ(x) > 0} ⊂ Deg(X, p) is convex in the sense
of Definition 3.1.28; and

• (locally) strictly quasi-concave if it is (locally) quasi-concave, and
the restriction of µ to Uµ>0

p is strictly quasi-concave in the sense
of Definition 3.1.32, i.e., the inequality (24) holds strictly whenever
x0, x2 ∈ µ−1

σ ((0,∞)).

The condition that µ is strictly quasi-concave is very strong, as the
following Corollary shows. Nevertheless we will see many examples in which
this condition holds in Section 5.1.

Corollary 4.1.7 (Uniqueness of HN filtrations). Let X be a stack and let
µ : U ⊂ C omp(X)→ Γ be a strictly quasi-concave numerical invariant, then
an HN filtration of any unstable point p ∈ X(k) is unique up to the action of
N×, if it exists.

Proof. By definition the subset Uµ>0
p ⊂ Deg(X, p) is convex and the function

µ is strictly quasi-concave, so at most one rational point in Uµ>0
p can maximize

µ by Lemma 3.1.33. �

In order to formulate the standard hypotheses for a numerical invariant,
we need the following:

Definition 4.1.8. We will say that f1, f2 ∈ Filt(X)(k) are antipodal if there
is a 2-commutative diagram of the form

Θk
))

f1

))(pt/Gm)k // X

Θk

55

f2

55

such that the cocharacters (Gm)k → (Gm)k induced by the two maps Θk →
(pt/Gm)k have opposite sign. Note in particular that if f1 and f2 are
antipodal, then they are both split filtrations. We say that two points of
C omp(X) are antipodal if the corresponding connected components of Filt(X)
contain a pair of antipodal points.

Example 4.1.9. When X = BSL2, the degeneration space Deg(X, ∗) is an
infinite disjoint union of points, one for each Borel subgroup of SL2, i.e. one
point for each line in A2

k regarded as a two step filtration L ⊂ k2. For any
two distinct lines, there is a unique (up to multiples) one parameter subgroup
of SL2 acting with positive weight on L1 and negative weight on L2. This
one parameter subgroup corresponds to a map pt/Gm → X, and the maps
Θ→ X corresponding to the two Borel subgroups factor through this pt/Gm.
Thus any two distinct points of Deg(BSL2, ∗) are antipodal.
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Definition 4.1.10 (standard numerical invariant). We say that a numerical
invariant µ : U ⊂ C omp(X) → Γ is standard if it is locally strictly quasi-
concave and Uµ>0 does not contain a pair of antipodal points.

Note that any strictly quasi-concave numerical invariant satisfies the
property that Uµ>0 does not contain a pair of antipodal points, so it is
automatically standard.

Given a point p ∈ X(k) for an algebraically closed field k, the existence
of a maximizer of µ on Up ⊂ Deg(p) is weaker than the existence of a HN
filtration for p, because the maximum need not occur at a rational point. We
will therefore often restrict our focus to numerical invariants which satisfy
the following condition:

(R) For any rational simplex ∆ → U ⊂ C omp(X), if the restriction of µ
to ∆ has a point with µ > 0, then µ obtains a maximum at a rational
point of ∆.

Lemma 4.1.11. Let µ : U ⊂ C omp(X) → Γ be a numerical invariant
satisfying (R), let p ∈ X(k), and let p̄ ∈ X(k̄) be the induced point over
the algebraic closure. Then p has a HN filtration if and only if µ : Up̄ ⊂
Deg(p̄)→ Γ obtains a maximum.

Proof. Because the flag space Flag(p) is locally finite type over k and is
compatible with base change, p has a HN filtration if and only if p̄ does.
Condition (R) means that µ obtains a maximum on Up̄ if and only if it
obtains a maximum at a rational point. �

4.1.2. Numerical invariants from cohomology classes.

Definition 4.1.12 (Norm). A (semi-)norm on graded points of a stack X
assigns a (semi-)norm ‖•‖γ : Rn → R for any p ∈ X(k) and homomorphism
γ : (Gn

m)k → AutX(p) with finite kernel. This data is required to satisfy the
compatibility conditions (1), (2) and (3) of Definition 0.0.3.

As in Remark 4.1.2, this data is equivalent to the data of a function
|CF(X)•| → R, which we also denote ‖•‖, that restricts to a (semi-)norm
along any of the maps Rnγ → |CF(X)•| corresponding to a homomorphism
γ : (Gn

m)k → AutX(p) with finite kernel. More explicitly, for any filtration
f : Θk → X, one defines ‖f‖ := ‖1‖gr(f):(BGm)k→X.

Example 4.1.13. Let b ∈ H4(X;R) be positive definite (Definition 3.7.6).
Then the function

√
b̂ : |CF(X)•| → R is a norm on graded points, where b̂

is the function assigned to b in Lemma 3.7.4.

Definition 4.1.14 (Associated numerical invariant). Let ` ∈ H2(X;R),
and let ‖•‖ : |CF(X)•| → R be a semi-norm on graded points. Then the
numerical invariant associated to ` and ‖•‖ is the pair

U := {x ∈ C omp(X) |‖x̃‖ > 0} and µ(x) =
ˆ̀(x̃)
‖x̃‖

∈ R,
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where x̃ ∈ |CF(X)•| is some lift of x ∈ C omp(X), and ˆ̀ is defined in
Lemma 3.7.4.

Note that both U and µ are well-defined because both ˆ̀ and ‖•‖ are
homogeneous of weight 1 under the scaling action of R×>0 on |CF(X)•|. U is
open and hence realizable, so Definition 4.1.14 indeed defines a numerical
invariant. Note also that µ is continuous. We will almost always be interested
in the case when ‖•‖ is a norm and hence U = C omp(X).
Lemma 4.1.15. The numerical invariant of Definition 4.1.14 is locally
quasi-concave, and Uµ>0 does not contain a pair of antipodal points. It is
standard (Definition 4.1.10) if ‖•‖ is locally a norm in which the unit ball is
strictly convex, such as the norm on graded points associated to a positive
definite b ∈ H4(X;R).
Proof. First note that Uµ>0 does not contain a pair of antipodal points,
because µ(f) = −µ(f ′) for any two antipodal filtrations.

Consider the restriction µσ of µ along the map Rn≥0 → |DF(X, p)•| →
|CF(X)•| defined for a p ∈ X(k) and σ ∈ DF(p)n. The function µσ is defined
wherever ‖x‖σ > 0, and it has the form `σ · x/‖x‖σ for some `σ ∈ Rn. To
show local quasi-concavity of µ, we must show that µσ is quasi-concave along
the line segment joining any two points y0, y1 ∈ Rn≥0 that lie on distinct rays
and satisfy `σ · yi ≥ 0 and ‖yi‖σ > 0 for i = 0, 1. By the scale-invariance of
µ, it suffices to show this after rescaling the points by a positive number so
that `σ · y0 = `σ · y1 = c ≥ 0. It follows from the concavity of `σ · (−) that
`σ · y = c for all points on the line segment joining y0 and y1. Thus on this
line segment, we have µ(y) = c/‖y‖σ. The triangle inquality implies that for
λ ∈ (0, 1),
‖λy0 + (1− λ)y1‖σ ≤ λ‖y0‖σ + (1− λ)‖y1‖σ ≤ max(‖y0‖σ, ‖y1‖σ),

with ‖y0‖σ = ‖y1‖σ whenever equality holds, which verifies the quasi-
concavity of µσ on the segment joining y0 and y1. If the norm ‖•‖σ is
strictly convex, then the first inequality above is always strict, hence µσ is
strictly quasi-concave.

�

Lemma 4.1.16. If ` ∈ H2(X;Q), and ‖•‖ : |CF(X)•| → R is a norm on
graded points whose restriction to any cone is either 1) a piecewise rational
linear function, or 2) a rational quadratic norm (such as the norm associated
to a positive definite b ∈ H4(X;Q)), then the induced numerical invariant
from Definition 4.1.14 satisfies condition (R).
Proof. Let ∆σ → U be a rational simplex such that µ > 0 at some point in
∆σ. Restricted to ∆σ = (Rn≥0\0)/R×>0, µ has the form ` ·x/‖x‖ where ` ∈ Qn

and ‖x‖. We know that µ(x) achieves a maximum on Rn≥0 which is > 0, so
the affine hyperplane {` · x = 1} meets the cone Rn≥0. Maximizing ` · x/‖x‖
on Rn≥0 is thus equivalent to minimizing ‖x‖ on the rational polyhedron
Rn≥0 ∩ {` · x = 1}.
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We prove the claim in the case where ‖•‖ =
√
b(x), where b is a rational

quadratic form such that b(x) > 0 for nonzero x ∈ Rn≥0. The proof in the
case where ‖•‖ is a rational piecewise linear function is similar.

The Kuhn-Tucker condition12 for this convex minimization problem states
that x ∈ Rn is a global minimum for this constrained optimization problem
if and only if it satisfies the constraints and there is a Lagrange multiplier
λ ∈ R and a Kuhn-Tucker multiplier τ ∈ Rn≥0 such that

0 = ∇b(x)− τ + λ` and τ · x = 0.
These two equality constraints on (x, τ, λ) combined with the equality con-
straint ` · x = 0 define a rational linear subspace of Rn × Rn × R. Thus the
set of points (x, τ, λ) representing a solution of the Kuhn-Tucker condition
is the intersection if a rational linear subspace with the rational polyhedral
cone {x ≥ 0, τ ≥ 0}, and such a set always contains a rational point if it is
nonempty. �

Example 4.1.17 (GIT semistability). Let X be a projective over affine
k-variety with a reductive group action. Let L be a G-linearized ample
invertible sheaf on X, and let | • | be a Weil-group-invariant positive definite
bilinear form on the cocharacter lattice of G. Theorem 1.4.8 identifies a
filtration f of a point p ∈ X(k) with a one parameter subgroup λ : Gm → G
such that q := limt→0 λ(t) · p exists, taken up to conjugation by an element
of Pλ(k). One can choose a class l ∈ H2(X;Q) and a positive definite
b ∈ H4(X;Q) such that

µ(f) = f∗l√
f∗b

= µ(p, λ) = −1
|λ|

weightλL|q ∈ R. (25)

is the normalized Hilbert-Mumford numerical invariant [DH]. Thus Θ-stability
agrees with GIT stability, and the Harder-Narsimhan filtration of an unstable
point corresponds Kempf’s canonical destabilizing one parameter subgroup
[K1].

Proof. We define l = c1(L) ∈ H2(X;Q), so that
f∗l = c1(f∗L) = −weight((f∗L){0}) · q,

which follows from the fact13 that f∗L ' OΘ(w) where w = −weight(f∗L){0}.
For the denominator, | • | can be interpreted as a class in H4(pt/G;C) under
the identification H∗(pt/G;C) ' (Sym(g∨))G, and we let b be the image of
this class under the map H4(pt/G)→ H4(X/G). For a morphism f : Θ→

12The Kuhn-Tucker condition is analogous to Lagrange multiplier equations, but for
optimization problems with inequality constraints.

13Every invertible sheaf on Θ is of the form OΘ(n), which correspond to the free k[t]
module with generator in degree −n. Note that the isomorphism Pic(Θ) ' Z is canonical,
because Γ(Θ,OΘ(n)) = 0 for n > 0 whereas Γ(Θ,OΘ(n)) ' k for n ≤ 0. This holds in
contrast to Pic(pt/Gm). The stack pt/Gm has an automorphisms exchanging O(1) and
O(−1).
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X/G, f∗b is the pullback of the class in H4(pt/G) under the composition
Θ→ X/G→ pt/G. We therefore have f∗b = |λ|2q2 ∈ H4(Θ). �

4.1.3. Induced numerical invariants and stratification of Grad(X).

Definition 4.1.18. Let π : X → Y be a morphism of stacks with quasi-
finite relative inertia, such as a representable morphism, and let µ : U ⊂
C omp(X)→ Γ be a numerical invariant. The restriction of µ along π is the
function

µ ◦ π∗ : (π∗)−1(U)→ Γ,
where π∗ : C omp(Y) → C omp(X) is the associated map on component
spaces.

We are particularly interested below in the case where Y = Grad(X) and
u : Grad(X)→ X is the canonical forgetful map.

Lemma 4.1.19. Let π : Y → X be a map of stacks that satisfy (†), and
let µ : U ⊂ C omp(X) → Γ be a numerical invariant that defines a (weak)
Θ-stratification. If this (weak) Θ-stratification on X induces a (weak) Θ-
stratification on Y in the sense of Definition 2.3.1, then this (weak) Θ-
stratification is also defined by the induced numerical invariant µ ◦ π∗ on
Y.

Proof. Recall from (10) that a weak Θ-stratification (with locally constant
µ) can be uniquely recovered from a subset S ⊂ π0(Filt(X)) and a map
µ : S → Γ by defining |X≤c| = {p ∈ |X||Mµ(p) ≤ c} and |Sc| = {f ∈
|Filt(X)| with µ(f) = Mµ(f) and that lie on a component in S}. In our
case S is a set of orbit representatives for the action of N× on

π0(Filt(X))U := {α ∈ π0(Filt(X))|α ∈ U ⊂ C omp(X)},

and µ is given by the numerical invariant µ : π0(Filt(X))U → Γ. If π : Y→ X
induces a stratification of Y, then one can likewise encode this stratification
by data µ′ : S′ ⊂ π0(Filt(Y))→ Γ. In this case S′ is the preimage of S under
Filt(π) : Filt(Y)→ Filt(X), and µ′ is the composition S′ → S → Γ. This is
by definition the data of the induced numerical invariant of Y. �

As a consequence we have:

Corollary 4.1.20. If X is a stack satisfying (†) and a numerical invariant
µ defines a (weak) Θ-stratification of X, then the restriction of µ to Grad(X)
along the map u : Grad(X)→ X defines a (weak) Θ-stratification, and this is
the same as the induced (weak) Θ-stratificaton of Proposition 2.3.4.

We will see in the next section that if p ∈ Grad(X) is a graded point
such that the corresponding split filtration σ(p) is destabilizing for the
underlying point u(p) ∈ X, then the entire connected component containing
p is unstable for the induced Θ-stratification of Grad(X). Therefore, many
connected components of Grad(X) contain no semistable points.
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4.2. The Recognition Theorem for HN filtrations. In this section we
generalize the original definition of the Harder-Narasimhan filtration of
a vector bundle on a curve [HN] as the unique filtration such that the
associated graded bundles are semistable, with strictly increasing slopes.
We will characterize an HN filtration f : Θk → X in terms of a notion of
semistability for the associated graded point gr(f) ∈ Grad(X)(k).

Under the identification π0(Grad(X)) = π0(Filt(X)), a numerical invariant
µ on a stack X defines a locally constant function on Grad(X). For clarity
let us call this

µcan : Grad(X)→ Γ.
The value of µcan at p ∈ Grad(X)(k) agrees with the value of the restriction
of µ along the forgetful map u : Grad(X)→ X (see Definition 4.1.18) on the
canonical filtration of p, which is the same as the value of µ on the split
filtration σ(p) : Θk → X of the underlying point u(p) ∈ X(k). So

Mµ◦u∗
Grad(X)(p) ≥ µcan(p),

and any component of Grad(X) on which µcan > 0 is unstable with respect
to the resticted numerical invariant. We therefore use an alternate notion of
semistability on Grad(X).

Definition 4.2.1 (Graded-semistability). We say that a point p ∈ Grad(X)
is graded-semistable if Mµ◦u∗

Grad(X)(p) = µcan(p), i.e., the canonical filtration of
p maximizes the value of the numerical invariant among all filtrations of p.

If µ takes values in a totally ordered abelian group Γ, then we can define
a new numerical invariant on Grad(X) by the formula

µ′(f) = µ(u∗(f))− µcan(f(1))

for any filtration f : Θk → Grad(X). With this modified numerical invariant,
a point p ∈ Grad(X)(k) is graded-semistable with respect to µ if and only if
it is semistable with respect to µ′. Combining this with Corollary 2.3.6, we
see that if Zc ⊂ Grad(X) is the union of the connected components which
meet the center Zss

c of the Θ-stratum Sc ↪→ X, then the center Zss
c is precisely

the semistable locus for the numerical invariant induced by µ′ on Zc.

Remark 4.2.2. This notion of graded-semistability generalizes the inductive
description of the KN stratification in geometric invariant theory given in
[K2], where it is shown that the centers of the strata induced by a reductive
group acting on a projective variety are themselves semistable loci for a
reductive subgroup acting on a closed subvariety.

Theorem 4.2.3 (Recognition theorem, preliminary version). Let X be a
stack satisfying (††), let µ : U ⊂ C omp(X) → Γ be a locally quasi-concave
numerical invariant for which Uµ>0 does not contain a pair of antipodal
points, and let f : Θk → X be a filtration in X with µ(f) > 0. If f is an
HN filtration, then gr(f) ∈ Grad(X)(k) is graded-semistable. Conversely, if
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gr(f) is graded-semistable, then f is an HN filtration of f(1) if either of the
following hold:

(1) µ is strictly quasi-concave; or
(2) µ defines a weak Θ-stratification of X.

We will need the following observation:

Lemma 4.2.4. Let X be a stack satisfying (††), and let f ∈ Filt(X)(k).
Then the two compositions agree

DF(gr(f))c•
T ..

u∗
00 DF(f(1))• // CF(X)• ,

where u∗ is the map induced by the forgetful map u : Grad(X)→ X, and T is
the transfer map of Theorem 3.5.3.

Proof. Considering the concrete description of the map T of (21) following its
definition, for any cone ξ ∈ DF(gr(f))cn we have a map ext(ξ) : Θk×Θn

k → X
whose restriction to {t0 = 0} is a map (pt/Gm)k×Θn

k → X representing ξ, and
the restriction to {t0 = 1} represents T(ξ). We regard the restriction of ext(ξ)
to A1

k ×Θn
k → X as a map A1

k → Filtn(X) which maps {0} to the filtration
underlying the cone u∗(ξ) and maps {1} to the the filtration underlying the
cone T(ξ). Hence these two filtrations lie on the same connected component
of Filtn(X), which implies that the two maps take ξ to the same cone in
CF(X)•. �

Proof of Theorem 4.2.3. Let µ′ denote the restriction of µ to Grad(X), and
let f ′ be a filtration of gr(f) ∈ Grad(X)(k) for which µ′ is defined and
µ′(f ′) > µ′(c). The filtration f ′ is not antipodal to c, because it lies over
Uµ>0. Let ∆1

σ → Deg(Grad(X), gr(f)) be the canonical rational 1-simplex
with v0(σ) = c and v1(σ) = f ′ from Theorem 3.5.4. By hypothesis µ′(f ′) >
µ′(c) = µ(f) and µ′ is locally quasi-concave, so the maximum of µ′ restricted
to ∆σ occurs either at f ′ or at some point in the interior of ∆σ, and µ′ must
be strictly increasing in a neighborhood of c ∈ ∆σ.

By Theorem 3.5.4 we may choose a small subinterval of ∆σ containing
v0 and lying in Deg(gr(f))c on which µ′ is strictly increasing. The map T
identifies this interval with a rational 1-simplex in Deg(X, f(1)) with v0 = f ,
and Lemma 4.2.4 implies that under this identification the restriction of
µ′ : Deg(gr(f))→ R corresponds to restriction of µ : Deg(f(1)). Hence we
have found a rational 1-simplex in DF(X, f(1)) for which v0 = f and along
which µ is strictly increasing, which shows that f is not a HN filtration. The
contrapositive: if f is a HN filtration, then gr(f) is graded-semistable.

For the converse, first assume that µ is strictly quasi-concave. Replace
k with a field extension if necessary and let f ′ : Θk → X be a filtration of
f(1) with µ(f ′) > µ(f). By Definition 4.1.6, the realizable subset Uµ>0

p ⊂
Deg(X, p) is convex, and so f, f ′ ∈ Uµ>0

p are connected by a rational 1-
simplex ∆σ → Uµ>0

p ⊂ Deg(X, f(1)) with v0(σ) = f and v1(σ) = f ′. By the
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same argument as in the previous paragraph, µ must be strictly increasing
in a neighborhood of v0. Again by Theorem 3.5.4 we can identify a small
subinterval of ∆σ containing v0 with a rational 1-simplex in Deg(gr(f))c
with v0 = c. The function µ is strictly increasing on this interval, so gr(f) is
not graded-semistable.

Finally, assume that µ defines a weak Θ-stratification of X and let f ′
be the HN-filtration of f(0) defined by µ. If f is not an HN filtration of
f(0), then µ(f ′) > µ(f). Furthermore, f ′ is Gm-equivariant by part (2) of
Lemma 2.1.4 (see also Remark 2.3.5), so it lifts to a filtration in Grad(X)
with µ(f ′) > µ(c). This shows that gr(f) is not graded-semistable.

�

4.3. Specialization condition for the uniqueness of HN filtrations.

Proposition 4.3.1. Let X be a stack satisfying (††), and let µ : U ⊂
C omp(X)→ Γ be a standard numerical invariant that satisfies the Simplified
HN-Specialization property (S) of Theorem 2.2.2. Then any HN -filtration
of an unstable point is unique up to the action of N×.
Proof. Let p ∈ X(k), and consider two k-points f1, f2 of Flag(p) such that
fa1 6= f b2 for any a, b > 0, i.e., they represent distinct rational points in
Deg(X, p), and such that f1 and f2 lie in Up and are both HN filtrations for p.
First, assume there is a rational 1-simplex ∆g → Deg(X, p) whose endpoints
map to f1 and f2. By hypothesis Uµ>0

p ⊂ Deg(X, p) is locally convex, so
the image of ∆g → Deg(X, p) must lie in U>0

p , and also by hypothesis the
restriction of µ to ∆g is strictly quasi-concave, so it can achieve its maximum
at exactly one point (see Lemma 3.1.33). This contradicts the hypothesis
that f1 and f2 were distinct points of Deg(X, p). Therefore the claim of the
proposition follows from the existence of such a ∆g, which we show in the
remainder of this proof.

Because X is locally finitely presented over B, both f1, f2, and the
isomorphism f1(1) ' f2(1) are induced via base change from a field that
is essentially of finite type over B. Therefore we may assume that k is
essentially finite type over B.

Let U = A1
k−{0}. We consider f1 and f2 as morphisms U×A1

k/(Gm)2
k → X

and A1
k × U/(Gm)2

k → X respectively with a fixed isomorphism of their
restrictions to U × U/(Gm)2

k ' pt, so we can glue them to define
f1 ∪ f2 : (A2

k − {0})/(Gm)2
k → X

And the data of the morphism f1 ∪ f2 is equivalent to the data of the pair
f1, f2. We will first show that if f1 and f2 are both HN filtrations, then after
passing to a finite extension of k and replacing f1 with a positive multiple,
f1 ∪ f2 extends uniquely to a morphism A2

k/(Gm)2
k → X.14

14We can rephrase the construction of f1 ∪ f2 above more formally and more generally
as the observation that restriction defines an equivalence of stacks

Map
(
(A2 − {0})/G2

m,X
) '−→ Filt(X)×X Filt(X),
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Extending the morphism f1 ∪ f2:
Finding a morphism g : Θ2

k → X along with an isomorphism of the
restriction of g to (A2

k − {0})/G2
m with f1 ∪ f2 is equivalent to finding a lift

in the diagram

(A1
k − {0})/Gm ' Spec k //

��

Map(Θ,X)

ev1

��
A1
k/Gm

g
55

f1 // X

where the left vertical morphism is the inclusion of the point {1}, and the
top horizontal morphism classifies the morphism f2 : Θk → X.

By Proposition 1.1.13, we can write the fiber product with respect to ev1
as

X/Gm := A1
k/Gm ×X Map(Θ,X),

where X is some Gm-equivariant algebraic space which is locally finite type
and quasi-separated over A1

k. The top vertical arrow in the lifting diagram
defines a Gm-invariant section s◦ of X → A1

k over A1−{0}, and the existence
of a dotted arrow g is equivalent to the extension of this to a Gm-invariant
section s : A1

k → X.
If we restrict f1 to the completion Spec(k[[t]]) → A1

k/Gm, the condition
(S) implies that the given lift Spec(k((t))) → Map(Θ,X) of the map to X,
which classifies a HN filtration, extends to a lift Spec(k[[t]]) → Map(Θ,X)
after passing to a finite extension and adjoining a root of t. This implies that
after passing to an extension of k and a ramified covering Θk → Θk, we can
assume the section s◦ extends to a section over the completion of A1

k at the
origin, and hence by the Beauville-Laszlo theorem to a section s : A1

k → X.
If X were separated, s would automatically be Gm-equivariant, but we

do not know this in general. Instead, we choose a quasi-compact Gm-
equivariant open subspace U containing the image of s, and let Y denote
the reduced closure of the image of s◦ in U . Note that the non-equivariant
map s : A1

k → X still factors through Y , and Y is flat over A1
k, hence

quasi-finite. So, we have a reduced (Gm)k-space Y with a (Gm)k equivariant
quasi-finite map Y → A1

k and an equivariant section s◦ over A1
k \ 0 that

extends non-equivariantly to a section over A1
k, and we wish to show that s◦

extends equivariantly.
Using Sumihiro’s theorem for algebraic spaces [AHR2, Thm. 20.1], we

may choose a surjective (Gm)k-equivariant étale map Spec(A) → Y . We
claim that there is a unique scheme theoretic disjoint union Spec(A) =
Spec(A′) t Spec(B) such that Spec(A′) is finite over A1

k and the image of
Spec(B)→ A1

k does not contain 0. It suffices prove that for each connected
component, if the image in A1

k contains 0, then it is finite over A1
k. Also, it

suffices to prove this separately for each irreducible component, so we may

where the fiber product is taken with respect to ev1.
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assume A is an integral domain. The case where Spec(A) → A1
k lies over

the origin is immediate, so we can assume that Spec(A) → A1
k is flat and

surjective. Because A is integral AGm = k′ for some finite extension k′ of
k, and there is a unique closed orbit in Spec(A). By the hypothesis that
0 is in the image of Spec(A) → A1

k, this closed orbit must lie over 0, and
thus it consists of a single fixed point with ideal m ⊂ A. If m contained
homogeneous elements of positive and negative weight, then their product
would lie in AGm ∼= k′ and therefore must vanish (or else it would be a unit).
It follows that m is generated by homogeneous elements of negative weight
only, and thus A is non-positively graded. A graded version of Nakayama’s
lemma implies that because A is non-positively graded and A⊗k[t] k is finite
dimenionsal, A is finite as a k[t]-module.

Now consider the section s : A1
k → Y . After passing to a finite extension of

k and a ramified covering Θk → Θk, this section can be lifted to Spec(A) over
the formal completion Spec(k[[t]]). This section must lie in the piece Spec(A′)
of the decomposition Spec(A) = Spec(A′)

⊔
Spec(B) that is finite over A1

k.
This means that the k-point in Y/Gm corresponding to the equivariant
section s◦ lies in the image of the étale map Spec(A′)/Gm → Y/Gm, i.e.,
after a finite extension of k the section s◦ lifts to an equivariant section
A1
k \ 0→ Spec(A′). Because Spec(A′) is finite over A1

k, this extends uniquely
to an equivariant section A1

k → Spec(A′), and thus the section s◦ extends to
an equivariant section s : A1

k → Y .
Completing the proof of Proposition 4.3.1

We have now constructed an extension of f1∪f2 to a morphism g : Θ2
k → X.

To complete the proof, we show that if f1 and f2 are non-degenerate and
do not have common multiple under the action of N×, then g is also non-
degenerate. Because f1 and f2 are non-degenerate, the only point at which
the maps of stabilizer groups can have a positive dimensional kernel is the
origin, and Lemma 3.5.10 implies that this can not happen if f1 and f2
are distinct, unless they are antipodal. Finally f1 and f2 are not antipodal
because no two antipodal filtrations both have µ > 0 for a standard numerical
invariant, by Definition 4.1.10. This shows that as points of Deg(X, p), f1
and f2 are the endpoints of a rational 1-simplex ∆g. �

4.4. Boundedness condition for the existence of HN filtrations. Our
first method for establishing the existence of HN filtrations is fairly unso-
phisticated. Nevertheless it can clarify the question. For any p ∈ X(k) and
U ⊂ C omp(X), let UC omp(p) ⊂ C omp(X, p) denote the preimage of U under
the canonical map C omp(X, p)→ C omp(X).

Lemma 4.4.1. Let µ : U ⊂ C omp(X) → Γ be a numerical invariant on a
stack X, let p ∈ X(k) be an unstable point, and let p̄ ∈ X(k̄) be the extension
of p to an algebraic closure k ⊂ k̄. If µ is upper semi-continuous, then
µ obtains a maximum on Deg(p̄) if and only if the following boundedness
condition is satisfied:
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(Bp) ∃ a bounded sub-fan F• ⊂ CF(X, p)• such that P(F•) ∩ UC omp(p) ⊂
P(F•) is closed and ∀x ∈ UC omp(p) with µ(x) > 0, there is another
point y ∈ P(F•) ∩ UC omp(p) with µ(y) ≥ µ(x).

Furthermore, if µ satisfies (R) and either i) µ is upper semi-continuous, or
ii) U = P(F•) for some bounded embedding of fans F• ⊂ CF(X)• (Defini-
tion 3.1.15), then (Bp) is equivalent to the existence of an HN filtration of
p.

Proof. Note that Deg(X, p̄)→ C omp(X, p) is surjective, and therefore so is
Up → UC omp(p). It follows that µ obtains a maximum on the former if and
only if it obtains a maximum on the latter. The “only if” direction of the
claim follows immediately from choosing F• to be the subfan generated by
a rational simplex in Up ⊂ C omp(X, p) containing a maximizer of µ. The
“if” direction follows from the fact that P(F•) ∩ UC omp(p) can be covered by
a finite disjoint union of closed subsets of standard n-simplices of various
dimensions, because F• is bounded, so Lemma 3.1.35 implies the existence
of a maximizer if µ is upper semi-continuous. One can also deduce the
existence of a maximizer directly from the condition (R) if P(F•) ∩ UC omp(p)
is bounded, i.e., covered by finitely many rational simplices. The fact that
under condition (R) the existence of a maximizer of µ on Deg(p̄) is equivalent
to the existence of an HN filtration is Lemma 4.1.11. �

In the context of Theorem 2.2.2, however, one needs to show additionally
that only finitely many HN types appear in a family over a quasi-compact
scheme. Recall that in the statement of Theorem 2.2.2, this is formalized by
the condition:

(4’) For any map ξ : T → X, with T an affine scheme of finite type over
B, there is a quasi-compact substack15 Y ⊂ Flag(ξ) that contains an
HN filtration for every unstable finite type point of T .

Our main result in this section is to establish a more flexible alternative
version of this “HN-boundedness” criterion, (B), that applies to numerical
invariants.

Proposition 4.4.2. Let X be a stack satisfying (†) over a locally noetherian
base stack B. Let µ : U ⊂ C omp(X)→ Γ be a numerical invariant satisfying
(R). Assume that either:

a) U ⊂ C omp(X) is closed and µ is upper semi-continuous, i.e., {x ∈
U|µ(x) < c} is open for all c ∈ Γ; or

b) U = P(F•) for some bounded inclusion of fans F• ⊂ CF(X)•.
Then condition (4’) above is equivalent to the following condition:

(B) HN-boundedness: For any map from a finite type affine scheme
ξ : T → X, ∃ a quasi-compact substack X′ ⊂ X such that ∀ finite

15In the statement of Theorem 2.2.2, Flag(ξ) is an algebraic space because it is assumed
that X has separated inertia relative to B (Proposition 1.1.13), but we will not require
that in this section.



ON THE STRUCTURE OF INSTABILITY IN MODULI THEORY 109

type points p ∈ T (k) and f ∈ Flag(p) with µ(f) > 0, there is another
filtration f ′ ∈ Flag(p) with µ(f ′) ≥ µ(f) and f ′(0) ∈ X′.

Furthermore: i) these conditions are equivalent to the stronger form of (4’)
that asserts that Y ⊂ Flag(ξ) contains an HN filtration for every unstable
point of T , not just finite type points; and ii) (B) implies that the function
Mµ : |X| → Γ of Definition 4.1.1 is constructible.

Remark 4.4.3. Although condition (4’) and (B) have a similar appearance,
(B) is a significant improvement. For instance, condition (B) holds auto-
matically if X is quasi-compact, whereas (4’) does not. Also, condition (4’)
pre-supposes the existence of HN filtrations for finite type points, whereas
(B) does not.

We shall prove Proposition 4.4.2 after establishing several lemmas.

Lemma 4.4.4. Let X→ Y be any smooth map of stacks that satisfy (†). If
Grad(X)→ Grad(Y) is surjective, then so is Filt(X)→ Filt(Y).

Proof. Lemma 3.2.10 implies that given a point of f ∈ |Filt(Y)| and a lift of
gr(f) ∈ Grad(Y) to Grad(X), one can lift f to Filt(Y) by solving an infinite
sequence of infinitesimal lifts along the map X→ Y. Therefore the fact that
X→ Y is formally smooth implies that Filt(X)→ Filt(Y) is surjective. �

Lemma 4.4.5. Let X be a quasi-compact stack satisfying (†). Then there
is an affine scheme X with an action of Gn

m for some n ≥ 0 along with a
smooth representable surjective map X/Gn

m → X such that the induced map
Filtr(X/Gn

m)→ Filtr(X) is smooth, representable, and surjective for all r.

Proof. By Lemma 4.4.4 it suffices to find a smooth surjective mapX/Gn
m → X

such that Gradr(X/Gn
m) → Gradr(X) is surjective. Because X is quasi-

compact we may assume without loss of generality that the base B is quasi-
compact, and choose a smooth surjective map Spec(R)→ B. Corollary 1.1.9
implies that GradrB(XR)→ GradrB(X) is smooth and surjective. Furthermore
for any stack Y over Spec(R), Corollary 1.1.10 implies the equivalence of
mapping stacks GradrB(Y) ' GradrSpec(R)(Y). We may therefore replace X

with XR and prove the claim under the assumption that B = Spec(R).
For any stack of the form X = X/GLn for a finitely presented GLn-spaceX,

the map X/Gn
m → X/GLn suffices, by the explicit computation of Grad(X)

relative to the scheme Spec(R) in Theorem 1.4.7. In general, we may assume
that X is reduced, because Gradr(Xred) → Gradr(X) is a surjective closed
immersion, by Corollary 1.1.8. Let us stratify X by locally closed substacks
Xi of the form Xi/GLni where Xi is quasi-affine (See [K3, Proposition 3.5.9]
when the base is a field and [HR1, Proposition 8.2] in general). Then
Corollary 1.1.7 implies that for all i, Gradr(Xi) ' Gradr(X) ×X Xi. So we
have a stratification by locally closed substacks

Gradr(X) =
⋃
i

Gradr(Xi).
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We let Yi be a disjoint union of open affine Gni
m -equivariant subschemes

that cover Xi. Note that Gradr(Yi/Gni
m ) → Gradr(Xi/Gni

m ) is surjective.
Each Yi is finitely presented over Spec(R) by hypothesis, so we may apply
Theorem B.0.2 to the smooth map Yi/Gni

m → Xi/GLni ' Xi. The result is an
affine Gni

m -scheme Ui and a smooth map Ui/Gni
m → X such that the projection

(Ui/Gni
m )×X Xi → Xi factors through an étale surjection (Ui/Gni

m )×X Xi →
Yi/Gni

m . It follows from Corollary 1.1.7 that the composition
Gradr(U/Gni

m )×X Xi → Gradr(Yi/Gni
m )→ Gradr(Xi/Gni

m )→ Gradr(Xi)
is surjective. Choosing n larger than ni for all i, we let X =

⊔
i Ui ×Gn−ni

m ,
and the resulting map X/Gn

m → X satisfies the claim. �

It will be convenient to further reduce matters to a quotient stack over a
scheme:

Lemma 4.4.6. Let X be a quasi-compact stack satisfying (†). For any
smooth map Spec(R)→ B whose image contains the image of X→ B, one
can construct a stack X/Gn

m → Spec(R), where X is an affine R-scheme of
finite presentation, and a smooth representable surjective map X/Gn

m → X
over B such that the induced map FiltrR(X/Gn

m) → FiltrB(X) is smooth,
representable, and surjective for all r > 0.

Proof. Consider the smooth representable map X/Gn
m → X over B from

Lemma 4.4.5. If we let X ′/Gn
m = (X/Gn

m)×BSpec(R), then FiltR(X ′/Gn
m) '

Spec(R)×BFiltB(X/Gn
m) by Lemma 1.1.1, so FiltrR(X ′/Gn

m)→ FiltB(X/Gn
m)

is smooth and surjective as well. �

Lemma 4.4.7. Let X be a quasi-compact stack satisfying (†). For any
map from a quasi-compact space ξ : S → X and any union of connected
components Y ⊂ Flag(ξ), there is a quasi-compact substack Y ′ ⊂ Y such that

ev1(Y ′) = ev1(Y ) ⊂ |S|.

Proof. Let X/Gn
m → X be a smooth surjective representable map such that

FiltR(X/Gn
m)→ FiltB(X) is surjective, as constructed in Lemma 4.4.6. Let

ξ′ : S′ → X/Gn
m be the base change of ξ along the map π : X/Gn

m → X.
Because π is representable, we know that S′ is a space. We can therefore
consider the commutative (non-cartesian) diagram

FlagR(ξ′) //

ev1
��

FlagB(ξ)
ev1
��

S′
π // S

where the horizontal maps are smooth and surjective. If we denote the
preimage of Y ⊂ FlagB(ξ) as Y ′ ⊂ FlagR(ξ′), then π(ev1(Y ′)) = ev1(Y ).

It therefore suffices to prove the claim for a stack of the form X/Gn
m over

an affine scheme Spec(R). The claim is now a consequence of the explicit
description of the stack of filtrations FiltR(X/Gn

m) given in Theorem 1.4.7.
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The connected components of Filt(X/Gn
m) are indexed by a one parameter

subgroup λ : Gm → Gn
m and a connected component of the fixed locus

Z ⊂ Xλ,0. The connected components of Filt(X/Gn
m) are Xλ,+

Z /Gn
m, where

Xλ,+
Z is the preimage of Z under the projection Xλ,+ → Xλ,0. Note that

ev1, corresponding to the canonical map Xλ,+ → X, is a locally closed
immersion on each connected component, and despite Filt(X/Gn

m) having
infinitely many connected components, there are only finitely many locally
closed substacks of X/Gn

m arising in this way.
Now any map ξ : S → X/Gn

m can be presented as S′/Gn
m → X/Gn

m for
some Gn

m-equivariant map S′ → X. The connected components of Flag(ξ)
are of the form Y ′/Gn

m, where Y ′ is a connected component of S′ ×X Xλ,+
Z .

There are finitely many locally closed subschemes of S arising in this way,
so given an infinite collection of connected components of Flag(ξ), finitely
many suffice to cover their image in S. �

Corollary 4.4.8. If X is a quasi-compact stack satisfying (†), then for any
map from a quasi-compact quasi-separated algebraic space ξ : S → X and any
union of connected components Y ⊂ Flag(ξ), ev1(|Y |) ⊂ |S| is constructible.

Proof. This is an immediate consquence of Lemma 4.4.7 and the fact that
ev1 is locally of finite type and quasi-separated. �

Lemma 4.4.9. Let X be a quasi-compact stack satisfying (†). Then for any
map ξ : S → X from a quasi-compact quasi-separated algebraic space S, the
component fan CF(ξ)• is bounded.

Proof. From the base change properties of mapping stacks, Lemma 1.1.1, we
may replace X with X×B S and therefore assume that B = S and the map
ξ : S → X is a section of the structure map X→ S. Let π : X/Gn

m → X be
a smooth surjective representable map such that Filtr(X/Gn

m) → Filtr(X)
is surjective, as constructed in Lemma 4.4.5. Let ξ′ : S′ → X/Gn

m be the
base change of ξ along the π. Because π is representable, we know that S′ is
a space, and as in the proof of Lemma 4.4.7 we have a smooth surjection
Flagr(ξ′)→ Flagr(ξ) for all r. It follows that CF(ξ′)• → CF(ξ)• is surjective,
so we may assume that X = X/Gn

m over a base space S and that ξ is a
section of the map X/Gn

m → S.
We use the explicit description from Theorem 1.4.7:

Flagr(ξ) =
⊔

ψ∈Hom(Grm,Gnm)
ξ−1(Xψ,+).

Note that each connected component of Flagr(ξ) is a locally closed subspace
of S under the projection Flagr(ξ)→ S. Also, because finitely many locally
closed subspaces arise as blades Xψ,+ ↪→ X associated to some homomor-
phism ψ : Gr

m → Gn
m, only finitely many locally closed subspaces of S arise

as connected components of Flagr(ξ). It follows that there is a finite set of
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geometric points pi ∈ S(k̄i), i = 1, . . . , N such that⊔
i

DF(X/Gn
m, ξ(pi))• → CF(X/Gn

m, ξ)•

is surjective. By Lemma 3.2.11 the left hand side is bounded, so the right
hand side is bounded as well. �

Proof of Proposition 4.4.2. It is immediate that (4’) implies (B), so we will
prove the other direction. We must show that given a map ξ : T → X from a
finite type B-scheme T , there is a quasi-compact substack Y ⊂ Flag(ξ) that
contains an HN filtration for every unstable point of T .

We first prove the claim when X is quasi-compact, in which case the
condition (B) holds tautologically. In this case Lemma 4.4.9 implies that
(Bp) holds for any point p ∈ |X|, not just finite type points, by letting
F• = CF(X, p)•. Hence by Lemma 4.4.1 every unstable point has an HN
filtration.

We shall use Noetherian induction to construct Y ⊂ Flag(ξ). Consider
the class of closed subsets of T

C =
{
Z ⊂ |T |

∣∣∣∣ ∃ quasi-compact open subset Y ⊂ |Flag(ξ)|
containing an HN filtration for every point in Z

}
.

Our goal is to show that |T | ∈ C. For the inductive argument it suffices to
consider an irreducible Z ∈ C, because C is closed under union of subsets.
So we consider a closed irreducible subset Z ⊂ |T |, and assume that Z ′ ∈ C

for every proper closed subset Z ′ ( Z.
Let U ⊂ |Flag(ξ)| denote the union of all connected components which

contain an HN filtration for some point in Z. By Corollary 4.4.8 then
ev1(U) ∩ Z ⊂ |T |, the set of unstable points in Z, is constructible. If its
closure is a proper subset of Z, we can apply the inductive hypothesis to
conclude that Z ∈ C.

Otherwise, we may assume that ev1(U)∩Z is dense in Z. Let V ⊂ |Flag(ξ)|
be a quasi-compact connected open subset containing an HN filtration of
the generic point of Z, which we know exists because X is quasi-compact.
Let Uµ>µ(V ) ⊂ U be the union of all connected components on which
µ > µ(V ). We know from Corollary 4.4.8 that the image ev1(Uµ>µ(V ))∩Z is
constructible, and it does not contain the generic point because Mµ = µ(V )
at the generic point of Z. It follows that

Z ′ := Z \ ev1(V ) ∪ ev1(Uµ>µ(V )) ∩ Z ⊂ Z

is a closed proper subset. The inductive hypothesis provides a quasi-compact
open subspace Y ⊂ |Flag(ξ)| containing an HN filtration for each point of
Z ′, and by construction V contains an HN filtration for every point of Z \Z ′.
Thus Y ∪ V is a quasi-compact open subset containing an HN filtration for
every point of Z, and Z ∈ C.

Completing the proof for non-quasi-compact X:
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Given ξ : T → X as above, condition (B) implies that we can find a quasi-
compact open substack X′ ⊂ X such that: 1) the map ξ factors through X′;
and 2) for the purposes of finding HN filtrations of unstable finite type points,
it suffices to consider filtrations in the open substack Filt(X′) ⊂ Filt(X). We
may therefore apply the proposition for the quasi-compact stack X′ to find
a quasi-compact substack Y ⊂ FlagX′(ξ) ⊂ FlagX(ξ) that contains an HN
filtration for every unstable finite type point of T . This already establishes
condition (4’), but we claim further that Y contains an HN filtration for all
unstable points of T . Note that this immediately implies the constructibility
of Mµ|T , because Y is quasi-compact.

Suppose p ∈ |T | is a non-finite type point whose image in X is unstable,
and let S ⊂ FlagX(ξ) be a quasi-compact connected locally closed substack
containing a destabilizing filtration of p. Y contains an HN filtration for every
unstable finite type point of T , and every point in the image of ev1 : S → T
is unstable, so the fiber product Y ×T S → S is a finite type morphism that
is surjective on finite type points. It follows that Y ×T S → S is surjective,
and in particular p lies in the image of ev1 : |Y | → |T | as well.

We claim that if we let c ∈ Γ be the largest value of µ obtained among
all connected components of Y that meet ev−1

1 (p), and then choose a point
in f ∈ ev−1

1 (p) with µ(f) = c, then f will be an HN filtration for p. To
see this, assume f ′ ∈ |FlagX(p)| were a filtration with µ(f ′) > c. We could
then let S ⊂ FlagX(ξ) be a locally closed subspace containing f ′, and let
Y µ>c ⊂ Y be the open and closed substack on which µ > c. As in the
previous paragraph, S ×T Y µ>c → S would be surjective, hence there would
be a point in Y µ>c mapping to p, contradicting the maximality of c.

�

4.5. Main theorem on the existence of Θ-stratifications. We now
reformulate Theorem 2.2.2 by incorporating the simplifications that we have
established above.

Theorem 4.5.1. Let X be a stack satisfying (††) over a locally noetherian
base stack B, and let µ : U ⊂ C omp(X) → Γ be a standard numerical
invariant satisfying (R). Assume that either:

a) U ⊂ C omp(X) is closed and µ is upper semi-continuous, i.e., {x ∈
U|µ(x) < c} is open for all c ∈ Γ; or

b) U = P(F•) for some bounded inclusion of fans F• ⊂ CF(X)•.
Then µ defines a weak Θ-stratification if and only if it satisfies the simpli-
fied HN-specialization property (S) of Theorem 2.2.2 and the boundedness
condition (B) of Proposition 4.4.2.

Proof. We verify the hypotheses of Theorem 2.2.2. The open strata property
holds because µ is locally constant (see Simplification 2.2.3). The HN-
boundedness condition combined with the existence of HN filtrations for
finite type points is equivalent to the condition (B) by Proposition 4.4.2. The
uniqueness of the HN-filtration up to the action of N× is Proposition 4.3.1.
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All that is left to verify is the HN-consistency condition, namely that if
f : Θk → X is an HN filtration, then Mµ(f(0)) ≤ µ(f). Let g : Θk → X be
the HN filtration of f(0), whose existence and uniqueness (up to N×-action)
we have already established. The uniqueness of g implies that it is isolated in
its fiber for the map ev1 : Filt(X)→ X, hence it is fixed by the action of Gm

on that fiber coming from the canonical Gm-action on f(0). After replacing
k with an extension, we may thus lift g to a filtration g̃ : Θk → Grad(X)
with g̃(1) ∼= gr(f) and u ◦ g̃ ∼= g. The Recognition Theorem, Theorem 4.2.3,
implies that gr(f) is graded-semistable, so by Definition 4.2.1 we have

µ(f) = Mµ◦u∗
Grad(X)(g̃) = µ(g).

This establishes the claim, because µ(g) = Mµ(f(0)) by hypothesis. �

In practice, the only hypotheses of Theorem 4.5.1 that are challenging to
check are (S) and (B), because the others are all local, in the sense that they
only depend on the functional form of the numerical invariant restricted to a
rational simplex ∆ → C omp(X).

Example 4.5.2. Any numerical invariant on a stack X associated in Defini-
tion 4.1.14 to a class ` ∈ H2(X;Q) and a positive definite class b ∈ H4(X;Q)
is standard by Lemma 4.1.15 and satisfies (R) by Lemma 4.1.16. Also,
U = C omp(X) for such a numerical invariant, so the hypothesis (b) holds
tautologically.

5. Beyond geometric invariant theory

Theorem 4.5.1 shows that, under some mild hypotheses, a numerical
invariant µ on a stack X defines a weak Θ-stratification of X if and only if
two conditions hold: (S) and (B). In this section we investigate two conditions
that automatically imply (S) and are easier to check in many examples: the
first is the condition that the stack X is Θ-reductive (Definition 5.1.1), and the
second is the condition that the numerical invariant µ is strictly Θ-monotone
(Definition 5.2.1).

This leads to an alternative, and arguably more user-friendly, criterion for
Θ-stratifications in Theorem 5.2.3. As an application, we show in Proposi-
tion 5.3.3 the existence of weak Θ-stratifications defined by certain polynomial
valued numerical invariants that are positive relative to a proper map X→ Y.

After the notion of Θ-reductivity was introduced in the first version of
this paper, it was discovered in [AHLH] that this condition is one of a short
list of necessary and sufficient conditions for a stack to have a good moduli
space. We use this to show here that under suitable hypotheses, strict Θ-
monotonicity and a related notion of strict S-monotonicity imply the existence
of a separated good moduli space for Xss. As another interesting point of
interaction between the theory of Θ-stratifications and good moduli spaces,
we formulate an intrinsic version of the main results regarding “variation of
GIT quotients” in Theorem 5.6.1
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5.1. Θ-reductive stacks.

Definition 5.1.1. If C denotes a class of valuation rings over B (e.g. discrete
valuation rings, complete DVR’s, DVR’s essentially of finite type over B,...)
we say that a stack X over B is Θ-reductive with respect to C if the morphism
ev1 : FiltB(X) → X satisfies the valuative criterion for properness for all
valuation rings in C. We say simply that X is Θ-reductive if C is all valuation
rings.

By the valuative criterion for properness in Definition 5.1.1, we mean
the condition that for any valuation ring R with function field K, any
commutative diagram of the form

Spec(K)

��

// Filt(X)

ev1

��
Spec(R) //

99

X

,

has a unique dotted arrow making the diagram commute. This is the “usual"
valuative criterion for maps of algebraic spaces. In words, it states that for
any family over Spec(R), any filtration of the generic point extends uniquely
to a filtration of the family.

Another way to state this property: For any valuation ring R over B in C

and any map ΘR−{(0, 0)} → X relative to B there exists a unique extension
to a map ΘR → X relative to B, where (0, 0) ∈ ΘR denotes the closed point
and ΘR is regarded as a B-stack via the composition ΘR → Spec(R)→ B.
In other words, every commutative diagram of the form

ΘR \ {(0, 0)} //

��

ΘR
//

xx

Spec(R)

��
X // B

has a unique dotted arrow making the diagram commute.

Remark 5.1.2. Note that if X is an algebraic stack satisfying (††) over
a locally noetherian base B, and if for any ξ : Spec(R) → X, Flag(ξ) has
quasi-compact irreducible components, then the weakest form of the valua-
tive criterion, where C is the class of DVR’s essentially of finite type over
B, already implies that the irreducible components of Flag(ξ), which are
quasi-separated algebraic spaces locally of finite type over Spec(R) (Propo-
sition 1.1.13), are proper [S2, Tag 0ARI]. Hence all other variants of the
valuative criterion hold as well.

Remark 5.1.3. Definition 5.1.1 is local in the sense that a stack X satis-
fying (†) is Θ-reductive over B if and only if its base change along every
map Spec(R) → B is Θ-reductive (either relative to R or in the absolute
sense). This follows from the canonical identifications Spec(R)×BFiltB(X) ∼=
FiltSpec(R)(XR) ∼= FiltSpec(Z)(XR) (see Corollary 1.3.16 and Corollary 1.3.17).



116 DANIEL HALPERN-LEISTNER

Warning 5.1.4. When B is an algebraic space, then any map ΘR → B
factors uniquely through a map Spec(R)→ B, because ΘR → Spec(R) is a
good moduli space. It follows that Definition 5.1.1 agrees with the relative
notion of Θ-reductivity of a morphism introduced in [AHLH, Def. 3.10],
applied to the morphism X → B. More generally, when B is an algebraic
stack with positive-dimensional automorphism groups, Definition 5.1.1 is
weaker than [AHLH, Def. 3.10]. The latter is not local over B in the sense
of Remark 5.1.3.

Example 5.1.5. The stack X = pt/G is Θ-reductive for any reductive group
G over a field k. Indeed, the formation of Filt(pt/G) commutes with base
change to an algebraic closure k̄/k, so we may assume G is split. Applying
Theorem 1.4.8, we see that the fiber of ev1 : Filt(pt/G) → pt/G over the
point is an infinite disjoint union of generalized flag varieties G/Pλ, which
are proper.

Example 5.1.6. Let V = Spec(k[x, y, z]) be a linear representation of Gm

where x, y, z have weights −1, 0, 1 respectively, and let X = V − {0} and
X = X/(Gm)k. The fixed locus is the punctured line Z = {x = z = 0} ∩X,
and the connected component of Filt(X) corresponding to the cocharacter
λ(t) = t is the quotient S/(Gm)k where

S = {(x, y, z)|z = 0 and y 6= 0}
S ⊂ X is not closed. Its closure contains the points where x 6= 0 and y = 0.
These points would have been attracted by λ to the missing point {0} ∈ V .
It follows that S/(Gm)k → X/(Gm)k is not proper, and hence X/(Gm)k is
not Θ-reductive.

Lemma 5.1.7. Let f : X→ Y be a representable affine morphism of stacks.
If Y is Θ-reductive with respect to some class of valuation rings C, then so
is X.

Proof. Proposition 1.3.2 states that the canonical map Filt(X)→ Filt(Y)×Y

X is a closed immersion, and if Y is Θ-reductive, then Filt(Y) ×Y X → X
satisfies the valuative criterion for properness with respect to valuation rings
in C. It follows that the composition Filt(X) → X satisfies the valuative
criterion for properness with respect to valuation rings in C. �

Example 5.1.8. Lemma 5.1.7 implies that any stack of the form V/G,
where G is a reductive group over a field k acting on an affine k-scheme V ,
is Θ-reductive.

For further examples of Θ-reductive stacks, see Theorem 5.2.3 and ??
below.

The main advantage of a Θ-reductive stack is that the specialization
condition (S) holds for any numerical invariant, because for any family
over a DVR, any filtration over the generic point extends to a filtration
of the family. One consequence is that HN filtrations, if they exist, are
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unique (Proposition 4.3.1). In addition, our main existence theorem for
Θ-stratifications becomes:
Theorem 5.1.9. Let X be a Θ-reductive stack satisfying the hypotheses of
Theorem 4.5.1. Then µ defines a weak Θ-stratification of X if and only if
(B) holds.
Example 5.1.10. Recall from Example 4.5.2 that for the numerical invariant
associated to a class ` ∈ H2(X;Q) and a positive definite b ∈ H4(X;Q) in
Definition 4.1.14, all of the hypotheses of Theorem 5.1.9 hold automatically.
Also, the condition (B) holds tautologically if X is quasi-compact. So the
theorem implies that if X satisfies (††) over a locally noetherian base B,
and X is Θ-reductive and quasi-compact, then any such numerical invariant
defines a Θ-stratification of X.

Another consequence of Θ-reductivity is the following:
Lemma 5.1.11. Let X be a Θ-reductive stack satisfying (††), and let p ∈
X(k). Then any two distinct rational points in Deg(p) are either antipodal
or connected by a unique rational 1-simplex in Deg(p). In particular any
standard numerical invariant µ : U ⊂ C omp(X)→ Γ on X is strictly quasi-
concave, i.e., for any p ∈ X(k) the subset Uµ>0

p is convex.
Proof. The method of proof of Proposition 4.3.1 applies verbatim to show that
for any two filtrations f1, f2 in Deg(X, p), the map f1 ∪ f2 : A2

k \ 0/G2
m → X

extends uniquely to a map Θ2
k → X, and the latter is non-degenerate if

f1 and f2 are not antipodal or equivalent up to the action of N×. This
exhibits a rational simplex in Deg(X, p) whose endpoints are f1 and f2. If
µ is a standard numerical invariant, then this rational simplex has to lie in
Uµ>0
p . �

5.2. Θ-monotone numerical invariants. In this section we formulate a
replacement for the specialization condition (S) that is easier to check in
practice. Recall that a reduced rational curve C over a field k with non-trivial
Gm-action has two fixed points, {0} := limt→0 t · x and {∞} := limt→∞ t · x
for a general point x.
Definition 5.2.1 (Θ-monotone numerical invariant). Let µ : U ⊂ C omp(X)→
Γ be a numerical invariant on a stack X over B. We say that µ is Θ-monotone
if for any discrete valuation ring R over B with fraction field K and any
map f : ΘR \ {(0, 0)} → X over B such that fK := f |ΘK is non-degenerate,
fK ∈ U, and µ(fK) ≥ 0, there is a commutative diagram of the form

W
f̃

//

p

��

X

ΘR \ {(0, 0)} � �

88

f
((

ΘR

such that:
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(1) W is a reduced and irreducible algebraic stack, the morphism f̃ has
quasi-finite relative inertia, the morphism p is proper with finite
relative inertia, and p is an isomorphism over ΘR \ {(0, 0)}. (In
particular, the lift ΘR \ {(0, 0)} →W is uniquely determined.)

(2) For any non-degenerate graded point (BGm)k → W, the filtration
obtained by composition Θk → (BGm)k → W → X lies in U ⊂
C omp(X).

(3) For any commutative diagram of the form

P1
k/Gm

φ //

��

W

��
(BGm)k // ΘR

,

where the lower horizontal morphism is a positive multiple of the
canonical graded point {(0, 0)}/Gm ↪→ ΘR and the induced map
P1
k/Gm → (BGm)k ×ΘR W is finite, one has an inequality for the

induced graded points of X,

µ(f̃ ◦ φ0 : {0}/Gm → X) ≤ µ(f̃ ◦ φ∞ : {∞}/Gm → X). (26)

We say that µ is strictly Θ-monotone if W and f̃ can always be chosen so
that the inequality (26) is strict.

Example 5.2.2. Any numerical invariant on a Θ-reductive stack X is strictly
Θ-monotone, because any morphism (A1

R \ (0, 0))/Gm → X over B extends
uniquely to a morphism A1

R/Gm → X over B. If we let W = ΘR, then
conditions (2) and (3) hold vacuously.

Our main result is the following strict generalization of Theorem 5.1.9:

Theorem 5.2.3. Let X be an algebraic stack satisfying (††) over a locally
noetherian base stack B, and let µ be a numerical invariant on X satisfying
the hypotheses of Theorem 4.5.1. If µ is strictly Θ-monotone, then it satisfies
condition (S). In particular, it defines a weak Θ-stratification if and only if
it satisfies condition (B) of Proposition 4.4.2.

5.2.1. Some lemmas supporting Definition 5.2.1. In order to explain and
eventually apply the notion of Θ-monotonicity, we will establish some pre-
liminary results.

Lemma 5.2.4. Let X be a regular noetherian Nagata algebraic space with
dim(X) = 2, let T be a split torus acting on X, and let Σ → X be a T -
quivariant birational proper T -equivariant map from a reduced algebraic space
Σ.

(1) There is a finite set of closed T -fixed points {p1, . . . , pN} ⊂ |X| such
that Σ→ X is an isomomorphism over X \ {p1, . . . , pN}.



ON THE STRUCTURE OF INSTABILITY IN MODULI THEORY 119

(2) For each p ∈ {p1, . . . , pN} the fiber Σp = C1 ∪ · · · ∪ Cn over p is a
connected union of rational curves over k(p).

(3) For any cocharacter λ : Gm → T that acts on the tangent space TpX
with weights a ≤ 0 < b, λ acts non-trivially on each component Ci,
and one can order the λ-fixed locus ΣGm

p = {x0, . . . , xn} such that for
any non-fixed x ∈ Ci, limt→0 λ(t) ·x = xi−1 and limt→∞ λ(t) ·x = xi.

(4) If D ↪→ X is a T -equivariant divisor that is regular at p and such
that TpD ⊂ TpX is the eigenspace of TpX of weight a (respectively b),
then the strict transform D′ ↪→ Σ of D contains x0 (respectively xn).

Proof. The construction of [S2, Tag 0BHM], which can be carried out T -
equivariantly, provides a finite set of closed points (which must be T -invariant)
{p1, . . . , pN} ⊂ |X| satisfying (1) and a T equivariant map Σ′ → Σ relative to
X. Σ′ is constructed via a sequence of blowups at closed T -invariant points
lying over some pj , starting with X. The irreducibility of Σ′ implies that
Σ′ → Σ is birational and surjective. The claims for Σ can now be reduced to
the equivalent claims for Σ′. For Σ′ they follow from an inductive argument
based on the following observation:

If X is a regular 2-dimensional noetherian algebraic space with a Gm-
action and x ∈ XGm is a fixed point such that the tangent space TxX has
eigenspaces with two Gm-weights a ≤ 0 < b, then the blowup X̃ → X at X
has an exceptional fiber which is P1 with a non-trivial Gm action. If p is a
general point in the exceptional divisor, then at the fixed point 0 = limt→0 t·p,
the tangent space T0X̃ has weights a ≤ 0 < b − a, and at the fixed point
∞ = limt→∞ t · p, the tangent space T∞X̃ has weights a− b < 0 < b. �

We also consider the generalization of Lemma 5.2.4 in which Σ is a proper
stack with finite inertia over X. One formalizes this as a proper birational
morphism of algebraic stacks W→ X/T with finite relative inertia, where
W is regarded as the quotient of Σ := W×X/T X by T .

Lemma 5.2.5. Let X and T be as in Lemma 5.2.4, let W be a reduced
algebraic stack, and let W→ X/T be a proper birational morphism with finite
relative inertia. Then there is a reduced algebraic space Σ, a T -equivariant
proper birational morphism Σ→ X, and a morphism W→ Σ/T over X/T
that is universal for maps from W to algebraic stacks that are representable
by algebraic spaces relative to X/T .

Proof. Consider the level-wise base change of W → X/T to the action
groupoid T × X ⇒ X. This gives a groupoid object in algebraic stacks
W1 ⇒ W0 along with a cartesian map of groupoid stacks (W1 ⇒ W0) →
(T ×X ⇒ X), i.e., both the source and target map W1 →W0 are cartesian
over the corresponding map T × X → X. Let Wi be the coarse moduli
space for Wi, for i = 1, 2. By the properties of functoriality and stability
under base change for coarse moduli spaces, one gets a groupoid algebraic
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space W1 ⇒ W0 along with a cartesian map of groupoid algebraic spaces
(W1 ⇒W0)→ (T ×X ⇒ X). This data corresponds to a canonically defined
T -action on Σ := W0, such that the projection Σ→ X is T -equivariant. The
resulting map to the quotient stack W → [W0/W1] ∼= Σ/T is the univeral
morphism – we leave it to the reader to verify that it has the properties
stated in the lemma. �

Finally, we have

Lemma 5.2.6. Let X and T be as in Lemma 5.2.4, and let W→ X/T be
a proper birational morphism of algebraic stacks with finite relative inertia.
Then there is a finite set of closed T -fixed points {p1, . . . , pN} ⊂ |X| such that
W→ X/T is an isomomorphism over (X \ {p1, . . . , pN})/T . Furthermore,
if p ∈ {p1, . . . , pN} and λ : Gm → T is a cocharacter that acts with weights
a ≤ 0 < b on the tangent space TpX, then there is a commutative diagram
of the form

C/Gm
φ //

��

W

��
(BGm)k

γ // X/T

,

such that:
(1) C = C1 ∪ · · ·Cn is a connected union of curves, where each Ci is

isomorphic to P1
k with a non-trivial Gm action. The fixed points can

be ordered
(C1 ∪ · · · ∪ Cn)Gm = {x0, . . . , xn}

such that for a non-fixed x ∈ Ci, limt→0 t·x = xi−1 and limt→∞ t·x =
xi;

(2) The graded point γ ∈ |Grad(X/T )| is a positive multiple of the graded
point {p}/Gm → X/T associated to λ;

(3) The arrow φ is induces a representable, finite surjection over (BGm)k
C/Gm → (BGm)k ×X/T W.

In particular, every graded point of W lying over γ lifts to a graded
point of C/Gm after replacing it with some positive multiple.

(4) If D ↪→ X is a T -equivariant divisor that is regular at p and such
that TpD ⊂ TpX is the eigenspace of TpX of weight a (respectively
b), then the strict transform D′ ↪→W of D contains the image of x0
(respectively xn).

Proof. Consider the map W → Σ/T of Lemma 5.2.5. By Lemma 5.2.4,
the fiber Σp is a union of (possibly singular) rational curves, each with
non-trivial Gm-action. We can replace each component of Σp with its
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normalization and glue at the fixed points to obtain a finite Gm-equivariant
map C = C1∪· · ·∪Cn → Σp over the residue field k(p). Lemma 5.2.4 implies
that C has the properties listed in (1), after possibly extending the field so
that each Ci contains a k-rational point.

If (Gm)k acts non-trivially on P1
k for some field k with fixed points at 0 and

∞, then one has a ramified covering map P1
k → P1

k given by [z0 : z1] 7→ [zm0 :
zm1 ] on homogeneous coordinates. This map is equivariant with respect to
the group homomorphism (•)m : Gm → Gm. Let ψm : C/(Gm)k → C/(Gm)k
be the morphism of stacks obtained by performing this operation on each
component of C at the same time.

We would like to find an arrow C/(Gm)k →W lifting the map C/(Gm)k →
Σp/Gm. This might not be possible, but after replacing k with a finite
extension we will construct a dotted arrow making the following diagram
commute for some sufficiently divisible m ≥ 0:

W

��
Ck/(Gm)k

ψm //

φ
11

C/(Gm)k // Σ/T

.

The stack (C\{x0, . . . , xn})/Gm is a disjoint union of copies of Bµi for various
i, so for sufficiently divisible m, ψm induces a trivial map on isotropy groups
on C\{x0, . . . , xn}. It follows that after passing to a finite extension of k, a lift
exists over (C \ {x0, . . . , xn})/Gm for sufficiently divisible m. The morphism
W → Σ/T is proper, so for each component P1

k/(Gm)k ⊂ Ck/(Gm)k, a lift
P1
k/(Gm)k →W over Σ/T extending the given lift (P1

k \{0,∞})/(Gm)k →W

is unique if it exists, and it must exist after passing to a suitable ramified
extension of the local ring at 0 and∞. These ramified extensions are realized
by a further extension of ground field and pre-composition with the morphism
ψm, so the dotted arrow above exists for m sufficiently divisible.

From the construction, it is clear that φ induces a proper surjective map
C → W ×X/T Spec(k) that does not contract any components and is thus
finite. The claim (4) follows from the corresponding claim for Σ/T → X/T
in Lemma 5.2.4 �

The (strict) monotonicity condition (3) of Definition 5.2.1 is equivalent
to saying that for the chain of rational curves C of Lemma 5.2.6, with fixed
points {x0, . . . , xn}, the value of the numerical invariant on the corresponding
graded points µ({xi}/(Gm)k → X) is (strictly) monotone increasing in i.

5.2.2. Proof of Theorem 5.2.3. We show that any Θ-monotone numerical
invariant satisfies the HN-specialization condition (S), at which point Theo-
rem 5.2.3 follows immediately from Theorem 4.5.1. Let R be a DVR over B
with fraction field K and residue field κ, let ξ : Spec(R)→ X be a morphism,
and let fK : ΘK → X be a filtration over B along with an isomorphism
f(1) ' ξK .
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We can glue this data to define a morphism ξ ∪ξK fK : ΘR \ {(0, 0)} → X
over B. Let W→ ΘR be a proper morphism with finite relative inertia that
is an isomorphism over ΘR \ {(0, 0)}, and let f̃ : W→ X be the extension of
ξ ∪ξK fK to W provided by Definition 5.2.1. Let us apply Lemma 5.2.6 to
the morphism W→ ΘR to obtain a map φ : C/Gm →W over a graded point
γ : (BGm)k → ΘR, where C = C1 ∪ · · · ∪ Cn is a connected chain of copies
of P1

k for some field k each with non-trivial Gm-action, and γ is a positive
multiple of the canonical graded point at the origin {(0, 0)}/Gm ↪→ ΘR.

By part (1) of Lemma 5.2.6, the fixed locus CGm = {x0, . . . , xn} is ordered
such that for any non-fixed x ∈ Ci, limt→0 t · x = xi−1 and limt→∞ t · x = xi.
Part (3) of Definition 5.2.1 implies that the value of the numerical invariant

µ(f̃ ◦ φ : {xi}/(Gm)k → X) ∈ Γ
is strictly monotone increasing in i.

The fact that W → ΘR is proper, implies that after passing to a field
extension and composing with a ramified covering (•)m : Θκ′ → Θκ′ , the
resulting filtration Θκ′ → ΘR can be lifted to a filtration Θκ′ →W. Parts (3)
and (4) of the lemma implies that the associated graded point (BGm)κ′ →W

agrees with the graded point {xn}/(Gm)k →W after passing to a positive
multiple of both. Thus if we denote the composition f ′ : Θκ′ → W → X,
which is a filtration of f ′(1) = ξκ ∈ |X|, then

µ
(
gr(f ′) : (BGm)κ′ → X

)
= µ

(
f̃ ◦ φ : {xn}/(Gm)k → X

)
.

Likewise, after passing to a finite extension of DVR’s R ⊂ R′, one can lift the
divisor Spec(R)×({0}/Gm)→ ΘR to a map Spec(R′)×({0}/Gm)→W, and
the graded point at the closed point of Spec(R′), Spec(κ′)× ({0}/Gm)→W

agrees with the graded point {x0}/(Gm)k → W after replacing both with
a positive multiple. Because the numerical invariant is stable under field
extension and raising a graded point to a positive power, and it is locally
constant for algebraic families of graded points, one has

µ (gr(fK) : (BGm)K → X) = µ
(
f̃ ◦ φ : {x0}/(Gm)k → X

)
.

Because µ({xi}/Gm → X) is strictly increasing in i, it follows that µ(fK) ≤
µ(f ′) ≤ Mµ(ξκ), and if equality holds then x0 = xn. To complete the
proof, we will show that in the latter case, if W′ →W is the normalization,
then W′ → ΘR is an isomorphism, so the restriction of f̃ to W′ exhibits an
extension of ξ ∪ξK fK to all of ΘR.

Consider the base change W := A1
R ×ΘR W′ → A1

R. It suffices to show
that this map is an isomorphim. W is a stack with finite inertia, so the map
W → A1

R factors through a coarse moduli space W → Σ → A1
R, but the

map Σ→ A1
R must be an isomorphism because it is finite and birational and

A1
R is normal. We know that after base change to an étale neighborhood

U → A1
R of (0, 0), the stack W is a quotient of an affine scheme by a finite

flat group scheme, and in particular there is a locally free sheaf E on WU on
which the isotropy group of the zero fiber W(0,0) acts faithfully.
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Because W is normal and dimension 2, E is uniquely determined up to
isomorphism by its restriction to the open substackW \W(0,0) ∼= A1

R\{(0, 0)}.
On the other hand there is a unique vector bundle E′ on A1

R such that
E′|A1

R\{(0,0)}
∼= E. This implies that E is the pullback of E′ along the map

W → A1
R. Because the isotropy of the zero fiber W(0,0) acts faithfully on E,

this implies that it is in fact trivial, i.e., W is an algebraic space. Thus the
coarse moduli space morphism W → A1

R is an isomorphism.
�

5.3. Θ-monotonicity and proper morphisms. Consider a morphism
π : X → Y of stacks that is relatively representable by proper algebraic
spaces. Consider a commutative diagram of the form

P1
k/Gm

��

φ // X

��
(BGm)k // Y

, (27)

where Gm acts non-trivially on P1
k and the induced map P1

k/Gm → X ×Y

(BGm)k is finite. We define the point 0 ∈ P1
k to be the limit limt→0 t · x for a

general point x ∈ P1
k, and we let ∞ ∈ P1

k be the second fixed point.
We regard Q[ε] as an ordered vector space by regarding ε as a formal

infinitesimal positive number, i.e., a0 + a1ε + · · · ≥ 0 if an ≥ 0 for the
lowest n for which an 6= 0. For any ` ∈ H2(X;Q[ε]) we can restrict φ∗(`) to
H2({0}/Gm;Q)[ε] ' Q[ε] · u and H2({∞}/Gm;Q)[ε] ' Q[ε] · u.
Definition 5.3.1. We say that ` ∈ H2(X;Q)[ε] is numerically positive
(respectively nef) if φ∗(`)∞ − φ∗(`)|0 > 0 (respectively ≥ 0) for any diagram
of the form (27).
Example 5.3.2. In singular cohomology or operational Chow cohomology,
any class in H2 of a curve has a degree, so we can define a class ` ∈ H2(X;A)
to be numerically positive if its restriction to any curve in any fiber of π
has positive degree. A numericaly positive (respectively nef) class in this
more common sense is also numerically positive (respectively nef) in the
sense above, because the difference φ∗(`)∞ − φ∗(`)|0 gives the degree of
the invertible sheaf L on P1/Gm for which φ∗(`) = c1(L). We have chosen
our notion of positivity because it is the minimal condition needed for the
discussion what follows, and it avoids needing a general notion of “degree”
for classes in H2 of a curve.

Recall that given a morphism of stacks π : X→ Y and a numerical invariant
µ on Y, we denote the restriction of µ to X by µ ◦ π∗, see Definition 4.1.18.
Proposition 5.3.3. Let Y be a stack satisfying (††) over a locally noether-
ian base B, let X be another algebraic stack, and let X → Y be a proper
morphism with finite relative inertia. Let b ∈ H4(Y;Q) be positive def-
inite and ` ∈ H2(X;Q)[ε] be numerically positive relative to Y, and let
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µ : U ⊂ C omp(Y) → R[ε] be a numerical invariant on Y which is strictly
Θ-monotone and has degree < k in ε. Then the numerical invariant

µ′ := µ ◦ π∗ + εk
ˆ̀√
π̂∗(b)

(28)

is strictly Θ-monotone on X.
Furthermore, if µ′ defines a weak Θ-stratification on X, then composition

with π maps HN filtrations in X to HN filtrations in Y, and µ defines a weak
Θ-stratification of the closed substack π(Y) ⊂ Y such that the preimage of
each stratum of Y is a union of strata in X.

Proof. Let R be a discrete valuation ring and consider a map f : ΘR \
{(0, 0)} → X. Then by hypothesis we have a proper birational morphism
W→ ΘR with finite relative inertia, and a morphism W→ Y extending the
composition of f with X→ Y. The morphism f determines a section of the
map from the fiber product W×Y X→W→ ΘR over ΘR \ {(0, 0)}, and we
let W′ ↪→W×Y X be the closure of this section. Then W′ → ΘR is a proper
birational morphism with finite relative inertia, and by construction it comes
equipped with a morphism f̃ : W′ → X extending the original map f over
ΘR \ {(0, 0)}.

To verify strict monotonicity, consider a diagram as in the condition (3)
of Definition 5.2.1:

P1
k/Gm

//

��

(BGm)k

��
W′ // W // ΘR

If the corresponding morphism P1
k/Gm → (BGm)k ×ΘR W is finite, then

because µ is strictly Θ-monotone we have µ ◦ π∗({0}/Gm → X) < µ ◦
π∗({∞}/Gm → X) by hypothesis. The highest power of ε appearing in µ is
lower than εk, so this inequality is preserved after adding the εk-term in (28),
regardless of its value at 0 and ∞.

Otherwise, if P1
k/Gm → (BGm)k ×ΘR W is not finite, then it factors

through the map P1
k/Gm → (BGm)k, so it fits into a commutative diagram

P1
k/Gm

//

��

W′ //

��

X

��
(BGm)k // W // Y

.

We have that µ ◦ π∗({0}/Gm → X) = µ ◦ π∗({∞}/Gm → X). Also, the value
of b is the same at both graded points {0}/Gm → X and {∞}/Gm → X,
because b is pulled back from Y. The strict inequality in Definition 5.3.1 thus
implies strict inequality for the εk-term in (28), and we have µ′({0}/Gm →
X) < µ′({∞}/Gm → X).
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For the last claim, we may replace Y with the image of π, and therefore
assume π is surjective. If f is a filtration in X, the µ′(f) > 0 if and only if
either µ(f ◦ π) > 0 or µ(f ◦ π) = 0 and ˆ̀(f) > 0, because the εk term in
(28) is smaller than any positive value achieved by µ. If x ∈ X(k), then any
filtration of π(x) ∈ Y lifts uniquely to a filtration of x, because π is proper.
These observations lead to the following claims, for x ∈ X:

(1) If x is semistable, then so is π(x), because any filtration f of π(x)
with µ(f) > 0 can be lifted to a filtration f̃ of x with µ′(f̃) > 0;

(2) If x is unstable with HN filtration f , then π(x) is semistable if and
only if µ(f ◦ π) = 0, i.e., µ′(f) ∈ εkR[ε];

(3) If x is unstable with HN filtration f and π(x) is unstable, then there
can be no filtration f ′ of π(x) with µ(f ′) > µ(f ◦ π), so f ◦ π is an
HN filtration of π(x).

Putting these together, we can check condition (B) for µ on Y: For a finite
type space T and a map T → Y, for the purposes of maximizing µ over
filtrations of finite type points of T , it suffices to consider filtrations whose
associated graded point is the image of the associated graded point of a HN
filtration in X of some point in the image of T ×Y X→ X, and such points
of Y form a bounded family. Therefore because µ is strictly Θ-monotone on
Y, Theorem 5.2.3 implies that µ defines a weak Θ-stratification of Y. Note
that we are not assuming that µ satisfies (R) or either of the conditions (a)
or (b) of Theorem 4.5.1 – these hypotheses were only used in Theorem 4.5.1
to deduce the existence of HN filtrations of unstable points, but in this case
we have demonstrated this directly.

The statement that the preimage of each stratum in Y is a union of strata
in X, and that π preserves HN filtrations, follows from the explicit description
of HN filtrations above. �

The most common application of Proposition 5.3.3 is in the case where
Y is Θ-reductive, so that any numerical invariant is strictly Θ-monotone
(Example 5.2.2), and in particular one can take µ = 0.

Example 5.3.4 (Projective-over-affine geometric invariant theory). When
G is a reductive group, X is a scheme which is projective over its affiniza-
tion Y := Spec(Γ(X,OX)), and OX(1) is a G-equivariant ample invertible
sheaf, then we consider ` = c1(OX(1)) ∈ H2(X/G;Q). A choice of Weyl
group invariant norm on the cocharacter lattice of the maximal torus of
G defines a positive definite class in H4(BG;Q) whose pullback we denote
by b ∈ H4(X/G;Q). Then the weak Θ-stratification induced by the nu-
merical invariant associated to ` and b is the Hesselink-Kempf-Kirwan-Ness
stratification of geometric invariant theory [K2].

Example 5.3.5 (Projective-over-Θ-reductive). As a slight generalization of
the previous example, consider a Θ-reductive stack Y and a proper morphism
of algebraic stacks X → Y with finite relative inertia. We say that a line
bundle L on X is ample relative to Y if for any morphism Spec(A) → Y,
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some power of the restriction of L to XA descends to an ample bundle on the
coarse moduli space of XA (see [K4]). Then Proposition 5.3.3 implies that
the numerical invariant associated to ` = c1(L) ∈ H2(X;Q) and any positive
definite b ∈ H4(X;Q) defines a Θ-stratification of X.

Remark 5.3.6. By definition, the action of a group scheme G on a DM stack
X is a morphism of algebraic stacks X → BG along with an isomorphism
pt×BG X ∼= X. Thus, Example 5.3.5 extends geometric invariant theory to
actions of reductive groups on projective-over-affine DM stacks.

Example 5.3.7 (Generalization of Kempf’s theorem). In the language of
this paper, Kempf’s theorem in [K1] states that for a stack of the form
X = Spec(A)/G with G reductive and a closed substack Z ⊂ X, for any point
x ∈ X(k) whose closure meets Z, there is a canonical filtration f of x such
that ev0(f) = f(0) ∈ Z. We can generalize this to any Θ-reductive stack
which admits a positive definite class b ∈ H4(X;Q) as follows:

• For any closed substack Z ⊂ X and any filtration f : Θk → X with
f(1) /∈ Z but f(0) ∈ Z, there is a canonical filtration of f(1) with
f(0) ∈ Z.

This follows from Example 5.3.5 applied to the projection X′ = BlZ(X)→ X
and ` = c1(OX′(1)). One can check that for any filtration f of p /∈ Z,
µ(f) = 0 if f(0) /∈ Z and µ(f) > 0 otherwise, so we can take the canonical
filtration of any p ∈ X \ Z which admits a filtration whose associated graded
lies in X to be the HN filtration of the unique lift of p to X′. To deduce
Kempf’s theorem from this more general statement, one must use the Hilbert-
Mumford criterion, which says that for x ∈ Spec(A)/G, if the closure of x
meets a closed substack Z ⊂ Spec(A)/G then there is some filtration of x
with f(0) ∈ Z.

Example 5.3.8 (Białynicki-Birula stratification). Let X be a proper quasi-
compact and quasi-separated algebraic space with an actions of a reductive
group G, and let A ⊂ G be a central torus. Then for any cocharacter
λ : Gm → A, the Białynicki-Birula stratification of X with respect to λ is
G-equivariant, and it is a Θ-stratification of X/G. We can construct this
stratification using Proposition 5.3.3 as follows: We choose an invariant
integral inner product on the cocharacter lattice of a maximal torus of G,
and regard it as a positive definite class b ∈ H4(pt/G;Q). We let χ be
the rational character of G dual to λ with respect to this form. Then the
class ` = c1(OX ⊗ χ) ∈ H2(X/G;Q) is relatively NEF with respect to the
projection X/G→ pt/G. Assume that X/G admits a class `′ ∈ H2(X/G;Q)
which is positive relative to pt/G.

Then the Białynicki-Birula stratification of X/G with respect to λ is the
Θ-stratification defined by the numerical invariant associated to `+ ε`′ and
b, where ε is a positive infinitesimal formal parameter. The HN filtration of
every point x ∈ X(k) is given by the one parameter subgroup λ : Gm → G,
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and it does not depend on `′, but `′ is used to order the strata. The semistable
locus is empty.
Remark 5.3.9. In the previous example, the existence of a positive class is
necessary in order to have a Θ-stratification. Consider a non-trivial action
of Gm on P1

k. Let X be the Gm-scheme obtained by taking two copies of P1

and identify 0 in the first copy with ∞ in the second, and vice versa. Then
let ` be the first Chern class of the equivariant invertible sheaf which is OX
twisted by a non-trivial character of Gm. Then ` is NEF relative to pt/Gm,
which is enough to ensure that every point has an HN filtration, but the
Białynicki-Birula strata of X can not be ordered by closure containment and
thus do not form a Θ-stratification.
Remark 5.3.10. In Proposition 5.3.3, the stratification induced by ` ∈
H2(X;Q)[ε] does not agree with the stratification induced by `(r) ∈ H2(X;Q)
for small rational 0 < r � 1, but we expect that the `(r) stratification is set-
theoretically constant for sufficiently small r and refines the `-stratification,
because this is the case in classical situations (see Theorem 5.6.1).
5.4. The Recognition Theorem revisited. Recall from Theorem 4.2.3
that for a locally quasi-concave numerical invariant µ on a stack X such that
Uµ>0 does not contain a pair of antipodal points, gr(f) is graded-semistable
(Definition 4.2.1) for any HN filtration f . Theorem 4.2.3 also includes a
converse statement that applies to strictly quasi-concave numerical invariants,
e.g., when the stack X is Θ-reductive (by Lemma 5.1.11). In this section we
strengthen this converse so that it applies in more common situations, such
as reductive GIT.

We will use the following variant of Definition 5.2.1.
Definition 5.4.1 (Θ2-monotone numerical invariant). Let X be a stack over
B, and let µ : U ⊂ C omp(X)→ Γ be a numerical invariant. We say that µ
is (strictly) Θ2-monotone if for any field k over B and non-degenerate map
σ : Θ2

k \{(0, 0)} → X over B such that both filtrations σ|Θk×{1} and σ|{1}×Θk
lie in U and µ(σ|{1}×Θk) ≥ 0, there is a proper birational morphism with
finite relative inertia p : W→ Θ2

k and a morphism f̃ : W→ X extending f
such that if we denote

W′ := (Spec(k[[t]])×Θk)×Θ2
k
W,

then the project p′ : W′ → Θk[[t]] and the composition f̃ ′ : W′ → W → X
satisfy conditions (1), (2), and (3) of Definition 5.2.1.
Example 5.4.2. Any numerical invariant on a Θ-reductive stack X is strictly
Θ2-monotone, because any morphism σ : Θ2

k \ {(0, 0)} → X extends uniquely
to a morphism σ̃ : Θ2

k → X (see Lemma 5.1.11 and its proof), so one can
take W = Θ2

k in the definition above.
Remark 5.4.3. It is possible that µ being (strictly) Θ-monotone always
implies that µ is (strictly) Θ2-monotone. In examples they often follow from
identical arguments.
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Theorem 5.4.4 (Recognition theorem). Let X be a stack satisfying (††), let
µ : U ⊂ C omp(X) → Γ be a numerical invariant, and let f : Θk → X be a
filtration in U with µ(f) > 0.

(1) If µ is locally quasi-concave, Uµ>0 does not contain a pair of antipodal
points, and f is an HN filtration, then gr(f) ∈ Grad(X) is graded-
semistable (Definition 4.2.1).

(2) If gr(f) is graded-semistable, then f is an HN filtration of f(1) if
either of the following hold:
(a) µ is Θ2-monotone; or
(b) µ defines a weak Θ-stratification of X,

The key observation is the following:

Lemma 5.4.5. Let X be a stack satisfying (††), let µ : U ⊂ C omp(X)→ Γ
be a numerical invariant that is Θ2-monotone, and let f : Θk → X be a
filtration in U. If g : Θk → X is another filtration in U with g(1) ∼= f(1)
and µ(g) > 0, then after replacing the field k with an extension, there is a
filtration g′ : Θk → Grad(X) with g′(1) = gr(f) ∈ |Grad(X)| and such that
µ ◦ u∗(g′) ≥ µ(g).

Proof. There is a unique morphism f ∪g : Θ2
k \{(0, 0)} → X whose restriction

to {1} ×Θk is g and whose restriction to Θk × {1} is f . The condition of
Θ2-monotonicity provides a proper birational morphism W→ Θ2

k such that
g∪f extends to a morphism g̃ : W→ X. Because W→ Θ2

k is proper, the map
{0}/Gm ×Θk → Θ2

k lifts to a morphism {0}/Gm ×Θk →W after possibly
replacing k with a field extension and composing with a ramified cover
(•)m : Θk → Θk. The composition {0}/Gm ×Θk →W→ X can be regarded
as a map g′ : Θk → Grad(X) with g′(1) = gr(f) ∈ |Grad(X)|. Combining
Definition 5.4.1 and Lemma 5.2.6 part (4), one has µ(u ◦ g′) ≥ µ(g). �

Proof. Theorem 4.2.3 already establishes (1) and (2b), so we will show (2a).
Assume µ is Θ2-monotone, and suppose that there were a filtration g : Θk →
X with f(1) ∼= g(1) and µ(g) > µ(f). Then Lemma 5.4.5 implies that there
is a filtration g′ of gr(f) ∈ |Grad(X)| such that µ ◦ u∗(g′) ≥ µ(g) > µ(f),
the last of which is the value of µ ◦ u∗ on the canonical filtration of gr(f). It
follows that gr(f) is not graded-semistable.

�

5.5. Good moduli spaces and Θ-stratifications. In this section we refor-
mulate the main theorem of geometric invariant theory from the perspective
of Θ-stability. Our main results are Theorem 5.5.8 and Theorem 5.5.10.
Recall from [A] the following

Definition 5.5.1. A good moduli space for an algebraic stack X is a map q :
X→ Y , where Y is an algebraic space, such that q∗ : QCoh(X)→ QCoh(Y )
is exact and the canonical map is an equivalence OY ' q∗OX
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The basic example of a good moduli space morphism is the GIT quotient
map

Spec(R)/G→ Spec(R)//G := Spec(RG),
where G is a linearly reductive group over a field k and R is a k-algebra with
a G-action. The main results of [A, Sec. 1.2] show that many of the useful
properties of GIT quotients are consequences of the simple Definition 5.5.1.
For instance, if X is finite type over an excellent noetherian scheme S, then
Y is finite type over S and universal for maps to algebraic spaces. In fact,
good moduli spaces are étale locally modeled by GIT quotients: «TODO:
update some properties of good moduli spaces?»
Theorem 5.5.2. [AHR1, Thm. 2.9] [AHR2, Thm. 17.6] Let X be a noetherian
algebraic stack with affine diagonal, and let π : X → Y be a good moduli
space. Then there exists an affine scheme Spec(A) with GLn-action and a
cartesian diagram

Spec(A)/GLn

��

// X

��
Spec(AGLn) // Y

such that Spec(AGLn) = Spec(A)//GLn → Y is an étale cover.16

This has many implications. For instance, it was previously known that
every geometric fiber of the map X→ Y contains a unique closed point, but
we can be more precise:
Corollary 5.5.3 (S-equivalence). If X is a noetherian algebraic stack with
affine diagonal, and X→ Y is a good moduli space, then the topological space
of Y is the quotient of the topological space of X by the smallest equivalence
relation which identifies f(1) and f(0) for any filtration f : Θk → X. We
call this S-equivalence.
Proof. Using Theorem 5.5.2, one can immediately reduce to the case of
Spec(A)/G → Spec(AG). The statement is then a consequence of the
Hilbert-Mumford criterion, which says that any point in the fiber of this
map admits a filtration whose associated graded object is the unique closed
point of the fiber. �

Using the main theorem of [AHR2], the paper [AHLH] identifies necessary
and sufficient conditions for a stack to have a good moduli space, which we
now recall (sticking to the characteristic 0 case, for simplicity):

For any discrete valuation ring R with maximal ideal (π), we consider the
algebraic stack

STR := Spec(R[s, t]/(st− π))/Gm,

16This is a simplification of [AHR2, Thm. 17.6], we refer the reader there for a full
statement. Also, [AHR1] works over an algebraically closed field, and in this case one
can replace GLn with a product of groups arising as the (linearly reductive) stabilizers of
closed points of X.
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where the Gm action is determined by giving t weight −1 and s weight 1 for
Gm-actions. We let (0, 0) ∈ STR denote the closed point {s = t = 0}, whose
automorphism group is Gm.

Definition 5.5.4 (S-completeness). A locally noetherian algebraic stack X
is S-complete over a base stack B if for any discrete valuation ring R, any
diagram of solid arrows

STR \ {(0, 0)} //

��

STR

xx

// Spec(R)

��
X // B

admits a unique dotted arrow making the diagram commute.

Note that X is S-complete as a B-stack if and only if XR is S-complete in
the absolute sense for any map Spec(R)→ B.

Warning 5.5.5. As in the case of Θ-reductivity (see Warning 5.1.4), the
notion of S-completeness of a B-stack differs than the relative notion of
S-completeness for the morphism X→ B introduced in [AHLH, Defn. 3.37].
The two notions agree when B has quasi-finite inertia, because then any
morphism STR → B factors uniquely through a morphism Spec(R)→ B.

The condition of S-completeness is formally similar to that of Θ-reductivity,
and often the methods used to verify one applies to the other as well. The
main existence result for good moduli spaces in characteristic 0 states:

Theorem 5.5.6 ([AHLH, Thm. A], characteristic 0 case). Let X be an
algebraic stack that is finite type with affine diagonal over a quasi-separated
and locally noetherian algebraic space S of characteristic 0. Then X admits
a good moduli space that is separated over S if and only if it is Θ-reductive
and S-complete over S.

In practice, such as the example of the GIT quotient of a projective variety,
one starts with a stack that does not admit a good moduli space, but the
semistable locus with respect to some numerical invariant does admit a
good moduli space. In order to formulate an intrinsic explanation for this
phenomenon, we introduce another variant of Definition 5.2.1:

Definition 5.5.7 (S-monotone numerical invariant). Let X be a stack over
B, and let µ : U ⊂ C omp(X)→ Γ be a numerical invariant. We say that µ
is (strictly) S-monotone if for any discrete valuation ring R over B and map
f : STR \ {(0, 0)} → X over B, there is a proper birational morphism with
finite relative inertia W → STR and a morphism f̃ : W → X extending f
such that the conditions (1), (2), and (3) of Definition 5.2.1 hold verbatim,
but with STR in place of ΘR.

Theorem 5.5.8. Let X be an algebraic stack satisfying (††), and let µ :
U ⊂ C omp(X)→ Γ be a locally strictly quasi-concave numerical invariant.
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Assume that for any pair f, f ′ of non-degenerate antipodal filtrations, f is in
U if and only if f ′ is, and in this case µ(f) > 0 if and only if µ(f ′) < 0.17

Let Xss ⊂ X denote the substack of points that are semistable with respect to
µ, i.e. Mµ(p) ≤ 0. Consider the following conditions on µ:

i) Xss is the open piece of a weak Θ-stratification for which each HN-
filtration has µ(f) > 0.

ii) µ is Θ2-monotone (Definition 5.4.1).
If either of these hold, then Xss is Θ-reductive (respectively, S-complete) if µ
is strictly Θ-monotone (respectively, strictly S-monotone).

Remark 5.5.9. One does not need a numerical invariant to define a notion
of semistablility for points in X. For instance, if Γ is a totally ordered
real vector space one can define semistablility with respect to a function
` : |CF(X)•| → V whose restriction to any 2-cone is a linear function. Any
class in H2(X; Γ) induces such a function (see Lemma 3.7.4). One defines a
point to be semistable if it admits no filtration with `(f) > 0. Note, however,
the HN problem is ill-posed without a norm on graded points.

There is an analogous notion of Θ-monotonicity and S-monotonicity in
which one replaces (26) with the corresponding inequalities for the value
of `. Our proof applies, essentially verbatim, to show if X is an algebraic
stack satisfying (††) and ` : C omp(X) → V is such a function, then under
the analogous version of hypothesis (ii) above, which does not require a
weak Θ-stratification, Xss is Θ-reductive or S-complete if the corresponding
analog of monotonicity holds. See [AHLH, Prop. 6.14] for a similar result in
this context, but under the stronger hypothesis that X is Θ-reductive and
S-complete.

Theorem 5.5.8 is the last part of our generalization of the main theorem
of geometric invariant theory. For convenience, we summarize it here in a
form in which it is frequently used. We will say that a Θ stratification of a
stack X indexed by a totally ordered set Γ is well-ordered if for every x ∈ |X|,
the subset {c ∈ Γ|{x} ∩Sc 6= ∅} is well-ordered.

Theorem 5.5.10 (Intrinsic GIT). Let X be an algebraic stack satisfying
(††) over a locally noetherian base stack B. Let µ : U ⊂ C omp(X)→ Γ be a
numerical invariant satisfying the conditions of Theorem 4.5.1, and assume
in addition that for any pair f, f ′ of non-degenerate antipodal filtrations in
U, µ(f) > 0 if and only if µ(f ′) < 0.

(1) If µ is strictly Θ-monotone and satisfies condition (B), then µ defines
a weak Θ-stratification of X, which is a Θ-stratification if B has
characteristic 0.

17This condition implies that Uµ>0 does not contain a pair of antipodal points, and
hence µ is standard (Definition 4.1.10). The condition holds if Γ is a totally ordered abelian
group and µ(f) = −µ(f ′), which is the case for any numerical invariant induced by a class
in H2(X;Q) and a norm on filtrations.
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(2) In this case, the centers of the unstable strata are (a complete set of
N×-orbit representatives for) the open substacks Zss

c ⊂ Grad(X) of
graded-semistable points (Definition 4.2.1).

(3) If furthermore B has characteristic 0, X→ B has affine diagonal, µ
is strictly S-monotone, and Xss has bounded connected components,
then each connected component of Xss admits a good moduli space
that is separated and of finite type over B, and this moduli space is
proper over B if the Θ-stratification of X is well-ordered and X→ B
satisfies the existence part18 of the valuative criterion for properness.

Proof. Theorem 5.2.3 implies that µ defines a weak Θ-stratification of X,
and it is a Θ-stratification if B has characteristic 0 (Corollary 2.1.9). The
description of the centers of the unstable strata follows from Theorem 4.2.3.
The existence of a good moduli space is smooth-local over B, so we may
assume B is affine, in which case the claim follows from Theorem 5.5.8 and
Theorem 5.5.6. The properness of the good moduli space follows from the
semistable reduction theorem [AHLH, Cor. 6.12], and the fact that if Xss → B
is universally closed, then so is its good moduli space [A, Thm. 4.16]. �

5.5.1. Completing the proof of Theorem 5.5.8.

Lemma 5.5.11. Under the hypotheses of Theorem 5.5.8, if f : Θk → Xss is
a non-degenerate filtration in the semistable locus, then µ(f) = 0.

Proof. Let f ′ = σ(gr(f)) denote the canonical split filtration of f(0) = ev0(f),
and let f ′′ be the split filtration coming from the opposite Gm action on
f(0). Then µ(f) = µ(f ′) ≤ 0 because f(1) is semistable. On the other hand
µ(f ′′) ≤ 0 because of the hypothesis that f(0) is semistable. Neither µ(f ′)
nor µ(f ′′) can be < 0 without implying the other is > 0, so µ(f) = µ(f ′) =
µ(f ′′) = 0. �

Lemma 5.5.12. Under the hypotheses of Theorem 5.5.8, if either of the
conditions (i) or (ii) hold, and if f : Θk → X is a non-degenerate filtration in
U such that f(1) is semistable and µ(f) = 0, then f(0) is semistable as well.

Proof. We may assume that k is algebraically closed. We shall assume there
exists a destabilizing filtration g : Θk → X of f(0) and derive a contradiction.
First we claim that either condition (i) or (ii) imply that one can choose g
to be equivariant with respect to the canonical Gm-action on f(0), i.e., it
descends to morphism g : Θk × (BGm)k → X:
Proof of Gm-equivariance under condition (i):

In this case, we can choose g to be the HN filtration of f(0). It is
Gm-invariant by part (2) of Lemma 2.1.4.

18By this we mean the criterion for universally closed morphisms in Lemma 2.2.6.



ON THE STRUCTURE OF INSTABILITY IN MODULI THEORY 133

Proof of Gm-equivariance under condition (ii):

Applying Lemma 5.4.5 to the split filtration σ(gr(f)) : Θk → X of f(0),
induced by the canonical Gm-action on f(0) allows one to replace g with the
filtration g′ of gr(f) ∼= gr(σ(gr(f))) supplied by that lemma.

From this point forward, we regard g as a filtration of the point gr(f) ∈
Grad(X)(k). Let µ ◦ u∗ denote the numerical invariant on Grad(X) induced
by the forgetful map u : Grad(X)→ X. Note that because µ ◦ u∗(g) > 0 but
µ ◦ u∗(c) = µ(f) = 0, the hypothesis that µ has strictly opposite signs on
antipodal filtrations guarantees that g is not antipodal to c. The remainder
of the proof is identical to the proof in Theorem 4.2.3 that gr of an HN
filtration is graded-semistable:

Theorem 3.5.4 provides a canonical rational 1-simplex σ : ∆1
σ → Deg(gr(f))

with v0(σ) = c and v1(σ) = g. Because µ ◦ u∗ is locally quasi-concave and
µ ◦ u∗(c) = 0 and µ ◦ u∗(g) > 0, the function µ ◦ u∗ is positive on the interior
of ∆1

σ. But Theorem 3.5.4 also identifies sufficiently small subsimplex of ∆1
σ

that contains v0 with a rational 1-simplex in Deg(X, f(1)) mapping v0 to our
original filtration f . Lemma 4.2.4 implies that under this identification, the
function µ ◦ u∗ on Deg(gr(f)) corresponds to the function µ on Deg(f(1)),
hence there are points in Deg(f(1)) where µ > 0. This contradicts the
assumption that f(1) is a semistable point.

�

Proof of Theorem 5.5.8. Say that one of (i) or (ii) hold and µ is strictly
Θ-monotone. Let R be a discrete valuation ring with fraction field K and
residue field k, let ξ : Spec(R)→ Xss be a morphism, and let fK : ΘK → X
with fK(1) ' ξK be a filtration of ξK over B. This data defines a morphism
f : ΘR \0→ Xss over B. By Definition 5.2.1 there is a normal algebraic stack
W, a proper birational morphism W→ ΘR with finite relative inertia, and a
morphism f̃ : W→ X satisfying certain conditions. After replacing k with
a finite extension and composing with a ramified covering (•)m : Θk → Θk,
one can lift the map uniquely Θk → ΘR to W. Composition with f̃ defines a
filtration f ′ : Θk → X of ξk. In the proof of Theorem 5.2.3 (which did not
require B to be locally noetherian) we showed that strict Θ-monotonicity of
µ implies that µ(fK) ≤ µ(f ′) ≤Mµ(ξk), and if equality holds then W→ ΘR

is an isomorphism.
By hypothesis Mµ(ξk) = 0, and µ(fK) = 0 by Lemma 5.5.11, which

therefore implies W ∼= ΘR. Hence our morphism ΘR \ 0→ X extends to a
morphism f̃ : ΘR → X over B. We know that µ(fk) = 0, so by Lemma 5.5.12
f̃(0) ∈ |Xss| as well, which shows that f̃ maps ΘR to Xss. This shows that
Xss is Θ-reductive.

Next, we prove that if either (i) or (ii) holds and µ is strictly S-monotone,
then Xss is S-complete. With R, K, and k as above, let f : STR\{(0, 0)} → X
be a morphism over B, and let W be the normal algebraic stack, W→ STR
the proper morphism with finite relative inertia, and f̃ : W→ X the morphism
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given by Definition 5.5.7. Let C = C1 ∪ · · · ∪ Cn be the chain of rational
curves with Gm-action provided by Lemma 5.2.6, and let (C1∪· · ·∪Cn)Gm =
{x0, . . . , xn} be the ordering in part (1) of that lemma.

Recall that STR = Spec(R[s, t]/(st − π)) with s having weight 1 and t
having weight −1. The divisors {s = 0} and {t = 0} are isomorphic to Θk,
and properness of W→ STR implies that after replacing k with an extension
field and composing with (•)m : Θk → Θk one can lift both maps Θk → STR
uniquely to W. Let fout : Θk → X be the composition of {t = 0}/Gm →
W→ X, and we let fin denote the composition {s = 0}/Gm →W→ X. It
follows from parts (1) and (4) of Lemma 5.2.6, combined with part (3) of
Definition 5.5.7 that

µ(fout) = µ({x0}/Gm → X) ≤ µ({xn}/Gm → X) = µ(fin),
and when equality holds x0 = xn. The same argument used in the proof of
Theorem 5.2.3 now shows that W→ STR is an isomorphism. (Briefly: The
base changeW := Spec(R[s, t]/(st−π))×STRW is a normal stack with finite
inertia such that the map W → Spec(R[s, t]/(st − π)) is a coarse moduli
space morphism and an isomorphism away from the closed point {s = t = 0}.
The argument in the proof of Theorem 5.2.3 applies verbatim to show that
it must be an isomorphism.)

Because STR \ 0 maps to Xss, µ(fout) ≤ 0 and µ(fin) ≤ 0. Note that the
canonical filtrations of the associated graded points σ(gr(fin)) and σ(gr(fout))
are antipodal, so by hypothesis if either of µ(fin) = µ(σ(gr(fin))) or µ(fout) =
µ(σ(gr(fout))) are negative, then the other must be positive, so both must be
0. Therefore Lemma 5.5.12 implies that fout(0) = fin(0) ∈ X is semistable.
It follows that the extension STR → X lies in the substack Xss.

�

5.6. Variation of good moduli space. As a final illustration of the in-
teraction between the notion of good moduli spaces and Θ-stratifications,
we now formulate an intrinsic version of the classical theory of variation of
GIT quotient [DH]. This is inspired by Theorem 5.5.8, but we will see that
it admits a direct proof based on Theorem 5.5.2:

Theorem 5.6.1 (Variation of good moduli space). Let Y be a locally noe-
therian algebraic stack, and let q : Y→ Y be a good moduli space such that q
is finite type with affine diagonal «TODO: update facts about good moduli
spaces». Let π : X→ Y be a projective representable map.

(1) For any ` ∈ H2(X;Q) which is positive relative to π and any positive
definite b ∈ H4(Y;Q), the numerical invariant µ associated to ` and
b in Definition 4.1.14 defines a weak Θ-stratification of X. This weak
Θ-stratification is compatible with base change along a map Y ′ → Y
in the sense that the stratification defined by the restriction of ` and b
to X′ := X×Y Y ′ agrees with the induced stratification of Lemma 2.3.3.

(2) If furthermore ` = c1(L) for some relatively ample L ∈ Pic(X), then



ON THE STRUCTURE OF INSTABILITY IN MODULI THEORY 135

(a) A point p ∈ |X| is µ-semistable if and only if ∃ a map Spec(A)→
Y , a point p′ ∈ |XA|, and a section σ ∈ Γ(XA,L|XA) such that
p′ maps to p and σ(p′) 6= 0.

(b) The canonical map Xss → Proj
Y

(⊕
n≥0 q∗(π∗(Ln))

)
is a good

moduli space, and
(c) The center of each stratum admits a good moduli space which is

also projective over Y .

(3) (Perturbation Lemma, [T1, Lemma 1.2]) If X′ → X is a projective
representable map, M ∈ Pic(X′) is ample relative to X, and L ∈
Pic(X) is ample relative to Y, then the c1(L) + rc1(M) stratification
of X′ is set-theoretically independent of r for small rational 0 < r � 1
and refines the preimage of the c1(L) stratification of X.

Proof. The claim in (1) that µ defines a Θ stratification follows from The-
orem 5.1.9, because X is Θ-reductive by Theorem 5.5.6. The fact that the
Θ-stratification is compatible with base change along a map Y ′ → Y follows
from the claim that for any p′ ∈ X′(k) with image p ∈ X(k): the induced
map of formal fans is an isomorphism

DF(X′, p′)• → DF(X, p)•. (29)
This would imply that p′ is semistable if and only if p is semistable, and the
HN filtration of p′ is the HN filtration of p.

For any map from a stack to an algebraic space π : X → Y , and any
Zn-weighted filtration Θn

k → X of p ∈ X(k), the composition Θn
k → X→ Y

factors uniquely through the projection Θn
k → Spec(k), by Lemma 1.3.14.

If we let q = π(p) ∈ Y (k) and Xq := π−1(q) → X, then p : Spec(k) → X
factors canonically through Xq, and Corollary 1.3.17 implies that the both
commutative squares in the following diagram are cartesian:

Flagn(p) //

��

Filtn(Xq) //

ev1

��

Filtn(X)

ev1

��
Spec(k) p // Xq // X

In particular DF(X, p)• ' DF(Xq, p)• canonically. In the setting of our map
X′ → X, if we let q ∈ Y (k) denote the image of p and q′ ∈ Y ′(k) denote the
image of p′, then the canonical map Xq′ → Xq is an equivalence, hence (29)
is an equivalence.

The claims in (2) now follow from the main results of geometric invariant
theory. By (1) we know that Θ-stability of a point can be evaluated étale
locally over Y , and Theorem 5.5.2 implies that étale locally over Y , X is
isomorphic to a quotient of the form Spec(A)/G for some linearly reductive
group G, where Θ-stability agrees with the usual Hilbert-Mumford numerical
criterion for semistability. The claim (3) can also be checked étale locally
over Y , and therefore reduces to the classical statement [T1, Lemma 1.2]. �
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Variation of GIT quotient corresponds to the case where π : X→ Y is the
identity Y→ Y. Using this same method of passing to an étale cover of the
good moduli space of X, one may transport many of the other structures
from this theory into our intrinsic setting. For instance, one may study
the decomposition of NS(X)R into cells corresponding to equivalences class,
where ` ∼ `′ if X`−ss = X`

′−ss [DH, Definition 3.4.5].

6. Moduli of objects in abelian categories

Using different language, it is a classical result that the Harder-Narasimhan
stratification of the moduli of coherent sheaves on a projective scheme is
a Θ-stratification. See [N1] for a recent thorough treatment. The stack
of coherent sheaves is a local quotient stack – it can be approximated by
quotients of larger and larger Quot schemes by a general linear group. It is
shown in [HK] that in a suitable sense the Harder-Narasimhan stratification
of the stack of coherent sheaves is a colimit of the usual GIT stratifications
on these Quot schemes. So the theory of Θ-stability is not necessary in this
case.

In this section we use our methods to construct a Θ-stratification on a
stack which is not known to be a local quotient stack, the stack of torsion-free
objects in the heart of a Bridgeland stability condition. We do not make
any original contributions to the theory of slope stability and Bridgeland
stability in abelian categories. We simply show that slope stability and
classical Harder-Narasimhan theory can be reformulated as Θ-stability on
the stack of objects in the heart of a t-structure. The story here will be
familiar to experts, but we hope it is instructive to connect our theory to this
well-studied example. Also, the existence of Θ-stratifications in this level of
generality is new.

Appendix A. Proof of Theorem 1.4.8

The piece of the proof of Theorem 1.4.7 which reduces the general case
of X/G to the case of pt/G applies verbatim. It therefore suffices to show
that if G is a smooth algebraic k group and T ⊂ G a split maximal torus,
then the canonical Pψ bundles Eψ on Θk for any homomorpism ψ : Gn

m → T
induce equivalences ⊔

ψ∈Hom(Gnm,T )/W
pt/Pψ

'−→ Filtn(pt/G) and

⊔
ψ∈Hom(Gnm,T )/W

pt/Lψ
'−→ Gradn(pt/G).

We will prove this in the case where n = 1. The case for general n follows
from a similar argument. Alternatively, using the fact that T ⊂ Pψ will be
a split maximal torus for all ψ ∈ Hom(Gn

m, T ), one can prove the general
statement inductively using the fact that

Map(Θn, pt/G) ' Map(Θ,Map(Θ, . . . ,Map(Θ,pt/G))) . . .),
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and likewise for Map(pt/Gn
m, pt/G).

Proposition A.0.1. Let k be a perfect field, let S be a connected finite type
k-scheme, and let E be a G-bundle over ΘS := Θ× S. Let s ∈ S(k), thought
of as the point (0, s) ∈ A1

S, and assume that Aut(Es) ' G. Let λ : Gm → G
be a 1PS conjugate to the one parameter subgroup Gm → Aut(Es). Then

(1) There is a unique reduction of structure group E′ ⊂ E to a Pλ-torsor
such that Gm → Aut(E′s) ' Pλ is conjugate in Pλ to λ, and

(2) the restriction of E′ to {1}×S is canonically isomorphic to the sheaf
on the étale site of S mapping T/S 7→ Iso((Eλ)ΘT , E|ΘT ).

Proof. (Eλ)ΘS = Eλ × S/Gm is a G-bundle over ΘS , and Iso((Eλ)ΘS , E) is
a sheaf over ΘS representable by a (relative) scheme over ΘS . In fact, if we
define a twisted action of Gm on E given by t ? e := t · e · λ(t)−1, then

Iso((Eλ)ΘS , E) ' E/Gm w.r.t. the ? -action (30)

as sheaves over ΘS .19

The twisted Gm action on E is compatible with base change. Let T → S
be an S-scheme. From the isomorphism of sheaves (30), there is a natural
bijection between the set of isomorphisms (Eλ)A1

T

'−→ E|A1
T
as Gm-equivariant

G-bundles and the set of Gm-equivariant sections of E|A1
T
→ A1

T with respect
to the twisted Gm action.

The morphism E|A1
T
→ A1

T is separated, so a twisted equivariant section
is uniquely determined by its restriction to Gm×T , and by equivariance this
is uniquely determined by its restriction to {1} × T . Thus we can identify
Gm-equivariant sections with the set of maps T → E such that lim

t→0
t?e exists

and T → E → A1
S factors as the given morphism T → {1} × S → A1

S .
If we define the subsheaf of E over A1

S

E′(T ) :=
{
e ∈ E(T )|Gm × T

t?e(x)−−−−→ E extends to A1 × T
}
⊂ E(T ),

19To see this, note that a map T → ΘS corresponds to a Gm-bundle P → T along
with a Gm equivariant map f : P → A1 × S. Then the restrictions (Eλ × S)T and E|T
correspond (via descent for G-bundles) to the Gm-equivariant bundles f−1(Eλ × S) and
f−1E over P . Forgetting the Gm-equivariant structure, the G-bundle Eλ × S is trivial, so
an isomorphism f−1(Eλ × S)→ f−1E as G-bundles corresponds to a section of f−1E, or
equivalently to a lifting

E

��
P

f //

f̃

<<

A1 × S

to a map f̃ : P → E → A1 × S. The isomorphism of G-bundles defined by the lifting f̃
descends to an isomorphism of Gm-equivariant G-bundles f−1(Eλ × S) → f−1E if and
only if the lift f̃ is equivariant with respect to the twisted Gm action on E.
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then we have shown that E′|{1}×S(T ) ' Iso((Eλ)ΘT , E|ΘT ). Next we show in
several steps that the subsheaf E′ ⊂ E over A1

S is a torsor for the subgroup
Pλ ⊂ G, so E′ is a reduction of structure group to Pλ.
Step 1: E′ is representable: The functor E′ is exactly the functor of

Corollary 1.4.3, so Proposition 1.4.1 implies that E′ is representable
by a disjoint union of Gm equivariant locally closed subschemes of E.

Step 2: Pλ ⊂ G acts simply transitively on E′ ⊂ E: Because E is a G-
bundle over A1

S , right multiplication (e, g) 7→ (e, e · g) defines an
isomorphism E ×G→ E ×A1

S
E. The latter has a Gm action, which

we can transfer to E ×G using this isomorphism.
For g ∈ G(T ), e ∈ E(T ), and t ∈ Gm(T ) we have t ? (e · g) =

(t ? e) · (λ(t)gλ(t)−1). This implies that the Gm action on E × G
corresponding to the diagonal action on E ×A1

S
E is given by

t · (e, g) = (t ? e, λ(t)gλ(t)−1)

The subfunctor of E × G corresponding to E′ ×A1
S
E′ ⊂ E ×A1

S
E

consists of those points for which limt→0 t·(e, g) exists. This is exactly
the subfunctor represented by E′×Pλ ⊂ E×G. We have thus shown
that E′ is equivariant for the action of Pλ, and E′×Pλ → E′×A1

S
E′

is an isomorphism of sheaves.
Step 3: p : E′ → A1

S is smooth: Proposition 1.4.5 implies that E′ and
EGm ⊂ E′ are both smooth over S. The restriction of the tangent
bundle TE/S |EGm is an equivariant locally free sheaf on a scheme
with trivial Gm action, hence it splits into a direct sum of vector
bundles of fixed weight with respect to Gm. The tangent sheaf
TE′/S |EGm ⊂ TE/S |EGm is precisely the subsheaf with weight ≥ 0.
By hypothesis TE/S → p∗TA1

S/S
is surjective, and p∗TA1

S/S
|EGm is

concentrated in nonnegative weights, therefore the map

TE′/S |EGm = (TE/S |EGm )≥0 → p∗TA1
S/S
|EGm = (p∗TA1

S/S
|EGm ))≥ 0

is surjective as well.
Thus we have shown that TE′/S → p∗TA1

S/S
is surjective when

restricted to EGm ⊂ E′, and by Nakayama’s Lemma it is also sur-
jective in a Zariski neighborhood of EGm . On the other hand, the
only equivariant open subscheme of E′ containing EGm is E′ itself.
It follows that TE′/S → p∗TA1

S/S
is surjective, and therefore that the

morphism p is smooth.
Step 4: p : E′ → A1

S admits sections étale locally: We consider the Gm equi-
variantG-bundle E|{0}×S . After étale base change we can assume that
E|{0}×S admits a non-equivariant section, hence the Gm-equivariant
structure is given by a homomorphism (Gm)S′ → GS′ . Lemma A.0.3
implies that after further étale base change this homomorphism is
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conjugate to a constant homomorphism. Thus E|{0}×S′ is isomorphic
to the trivial equivariant Gm-bundle (Eλ)A1

S
= A1

S ×G→ A1
S with

Gm acting by left multiplication by λ(t).
It follows that E|{0}×S′ admits an invariant section with respect to

the twisted Gm action. In other words (EA1
S′

)Gm → {0} × S′ admits
a section, and EGm ⊂ E′, so we have shown that E′ → A1

S′ admits a
section over {0} × S′. On the other hand, because p : E′ → A1

S′ is
smooth and Gm-equivariant, the locus over which p admits an étale
local section is open and Gm-equivariant. It follows that p admits an
étale local section over every point of A1

S′ .
�

Remark A.0.2. In fact we have shown something slightly stronger than the
existence of étale local sections of E′ → A1

S in Step 4. We have shown that
there is an étale map S′ → S such that E′|S′ → A1

S′ admits a Gm-equivariant
section.

The following fact, that families of one parameter subgroups of G are
étale locally constant up to conjugation, was the key input to the proof of
Proposition A.0.1.

Lemma A.0.3. Let S be a connected scheme of finite type over a perfect
field k, let G be a smooth affine k-group, and let φ : (Gm)S → GS be
a homomorphism of group schemes over S. Let λ : Gm → G be a 1PS
conjugate to φs for some s ∈ S(k). Then the subsheaf

F (T ) =
{
g ∈ G(T )|φT = g · (idT , λ) · g−1 : (Gm)T → GT

}
⊂ GS(T )

is an Lλ-torsor. In particular φ is étale-locally conjugate to a constant
homomorphism.

Proof. Verifying that F × Lλ → F ×S F given by (g, l) 7→ (g, gl) is an
isomorphism of sheaves is straightforward. The more important question is
whether F (T ) 6= ∅ étale locally.

As in the proof of Proposition A.0.1 we introduce a twisted Gm action
on G× S by t ? (g, s) = φs(t) · g · λ(t)−1. Then G× S → S is Gm invariant,
and the functor F (T ) is represented by the map of schemes (G× S)Gm → S.
By Proposition 1.4.5, (G× S)Gm → S is smooth, and in particular it admits
a section after étale base change in a neighborhood of a point s ∈ S(k) for
which (G× S)Gms = (G× {s})Gm 6= ∅. By construction this set is nonempty
precisely when φs is conjugate to λ, so by hypothesis it is nonempty for some
s ∈ S(k).

By the same reasoning, for every finite separable extension k′/k, every
k′-point has an étale neighborhood on which φ is conjugate to a constant
homomorphism determined by some one parameter subgroup defined over
k′. Because k is perfect and S is locally finite type, we have a cover of S by
Zariski opens over each of which φ is etale-locally conjugate to a constant
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homomorphism determined by a one parameter subgroup defined over some
finite separable extension of k. Because S is connected, all of these 1PS’s are
conjugate to λ, possibly after further finite separable field extensions. Thus
(G× S)Gm → S admits a global section after étale base change. �

Because T is split, the set of one parameter subgroups up to conjugacy by
W is unaffected by passing to the algebraic closure, so it suffices to assume
that k = k̄. Proposition A.0.1 implies that the map

⊔
Hom(Gm,T )/W pt/Pλ →

Filt(pt/G) is an equivalence over the sub-site of k-schemes of finite type.
The functor Filt(pt/G) is limit preserving by the formal observation

Map(lim←−
i

Ti,Map(Θ,pt/G)) ' lim←−
i

Map(Ti ×Θ,pt/G)

where the last equality holds because pt/G is an algebraic stack locally of
finite presentation. The stack

⊔
I pt/Pλ is locally of finite presentation and

thus limit preserving as well. Every affine scheme over k can be written as a
limit of finite type k schemes, so the isomorphism for finite type k-schemes
implies the isomorphism for all k-schemes.

To show that
⊔
λ∈Hom(Gm,T )/W pt/Lλ → Grad(pt/G) is an equivalence,

note that for S of finite type over k = k̄, the proof of Proposition A.0.1
carries over unchanged for G-bundles over (pt/Gm)× S, showing that étale
locally in S they are isomorphic to S×G with Gm acting by left multiplication
by λ(t) on G. In fact, we had to essentially prove this when we considered the
Gm-equivariant bundle E|{0}×S in Step 4 of that proof. The amplification
of the statement from finite type k̄-schemes to all k̄-schemes, and from
k̄-schemes to k-schemes, is identical to the argument for Filt(pt/G) above.
This completes the proof of Theorem 1.4.8.
Remark A.0.4. The argument above does not a priori use the fact that
Filt(pt/G) is algebraic. It thus provides an alternative proof for the al-
gebraicity of Filt(X/G) when G is a split algebraic k-group and X is a
G-quasi-projective scheme which is independent of the general results of
[HP].

Appendix B. On the slice theorem of Alper-Hall-Rydh

In the body of the paper, we need a strengthened version of the Alper-Hall-
Rydh slice theorem [AHR1, Theorem 1.2]. In a follow up to their original
paper, Alper, Hall, and Rydh are preparing a second paper which strengthens
and extends several of their results. Among other things, they establish the
following:
Theorem B.0.1 ([AHR2]). Let X be a quasi-compact quasi-separated al-
gebraic stack with affine stabilizers which is finitely presented over a quasi-
separated algebraic space S which is defined over a field. Given a locally
closed immersion x : Spec(k)/G ↪→ X, with G linearly reductive, there is
an étale map U/G′ → X extending x, where U is affine and G′ is a linearly
reductive embeddable group scheme over U//G′.
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We will also need a “non-local” variant of this theorem, which we formulate
here, and which we will prove jointly with Alper, Hall, and Rydh in a follow
up paper [AHHLR]. Consider a Noetherian affine base scheme S and a
linearly reductive smooth affine group scheme G over S such that BG has
the resolution property (every coherent sheaf is a quotient of a locally free
sheaf). Examples include:

• G is a linearly reductive group scheme over a noetherian Dedekind
domain S = Spec(R), or
• G = Gr

m over any Noetherian affine base scheme S.

Theorem B.0.2. Let X be a quasi-compact quasi-separated algebraic stack
which is finitely presented over S and has affine stabilizer groups. Let Y ⊂ X
be a locally closed substack, and let Y/G→ Y be a representable surjective
smooth (respectively étale) map with Y affine over S. There is a G-scheme
U which is affine over S and a smooth (resp. étale) map U/G → X such
that the map (U/G)×X Y→ Y can be factored as a representable surjective
étale map (U/G)×X Y→ Y/G followed by the original map Y/G→ Y.

In other words, given a smooth (resp. étale) cover of the locally closed
substack Y, after passing to a further étale cover one can extend this to a
smooth (rep. étale) map to X.
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