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1. Introduction

In this paper we study positive solutions to equations ∆u = f(u) on
domains of Rn where f(u) is like u−α near zero. For the main result,
when n = 2 and 0 < α < 1, we show the nonexistence of “tornado
sequences” of solutions. By results of the first paper [7], it follows
that uniformly bounded solutions of this equation are equicontinuous.
Existence of “singular solutions” can be proved then using a degree
argument. The bulk of the proof lies in understanding the radially
symmetric singular solutions to ∆u = u−α. We establish the existence
of a continuous family of solutions that can be used as barriers for
the maximum principle. Important remaining open questions are what
happens when α ≥ 1 and when n ≥ 3. Some work in this direction was
done in [6].

We recall the definition of tornado sequences.

Definition 1. A tornado sequence of solutions to ∆u = f(u) is given
by a number ε > 0, a sequence rj > 0, j = 1, 2, . . ., with rj → 0, and
positive solutions uj defined on balls Brj

of radius rj such that uj > ε
on ∂Brj

and minBrj
uj → 0.

We will assume that Ω is Lipschitz and that f(u) = g(u)u−α, where
g satsifies the following:

0 < α < 1,

g(u) is Hölder continuous on (δ,∞),∀δ > 0(1)

0 ≤ C1 < g(u) < C2 <∞.

Note that any solution u is a subsolution to ∆u = C1u
−α and a

supersolution to ∆u = C2u
−α. We may now state the main results.

Theorem 2. If 0 < α < 1 and f satisfies the above assumptions, there
does not exist a tornado sequence of solutions to ∆u = f(u).
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Corollary 3. If 0 < α < 1, and f satisfies the same assumptions, then
a sequence of positive solutions uk to ∆u = f(u) on a domain Ω ⊂ R2

with uk ≤M is equicontinuous on any compact subdomain.

We call a nonnegative function u0 a singular solution to ∆u = f(u) if
u0 is a limit of a sequence of positive smooth solutions and minu0 = 0.

Theorem 4. There exists a large variety of nonnegative singular solu-
tions to ∆u = f(u) on the disc B ⊂ R2.

In [8] and [9], Phillips studied the free boundary problem for ∆u =
(1−α)u−α for 0 < α < 1. In this case, the free boundary solution with
boundary data u = ψ on ∂Ω is the function u ≥ 0 which minimizes the
integral

∫
Ω
|Du|2 +u1−α. This solution is allowed to be identically zero

(and thus not satisfy the differential equation) on a positive measure

subset Ω̃ ⊂ Ω. The minimizer is locally C1, 1−α
1+α , and the free boundary

∂Ω̃ has locally finite n − 1-dimensional Hausdorff measure. We note
that our results do not apply to the free boundary case, but do apply to
solutions to the PDE which are not minimizers of a variational integral,
nor even stable with respect to a variational integral. In our case, the
variational integral would be

I(u) =

∫
Ω

1

2
|Du|2 + F (u), F (u) =

∫ u

1

f(z) dz.

Solutions of the PDE ∆u = f(u) are stationary, and they are stable if
the second variation of I is nonnegative. The equation ∆u = u−α also
arises in relation to chemical catalyst kinetics (See [1] and [4]). Similar
equations were studied in [2] and [3]. Singular and stable solutions of
the equation ∆u = 1

u
were studied in [6], where the work was inspired

by a similar study of the singular minimal surface equation, as in [10].
The major results, which also apply to ∆u = u−α, rely heavily on the
assumption that solutions are stable with respect to the corresponding
variational integral.

2. Basic Facts

We are particularly interested in “singular solutions” of ∆u = f(u),
i.e. those that are not differentiable to second order. We construct such
solutions as nonnegative functions which are limits of positive smooth
solutions. In the following, we show that nonnegative weak solutions
which achieve the value zero are indeed singular.
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Definition 5. By weak solution to ∆u = f(u), we mean a function
u ∈ L2

loc(Ω), Ω ⊂ Rn, such that f(u) ∈ L2

loc(Ω) and∫
Ω

u∆ζ =

∫
Ω

f(u)ζ , for all ζ ∈ C∞
c (Ω).

Assuming f satisfies the assumptions (1), weak solutions which have
a zero on the interior of a domain have limited regularity.

Lemma 6. Let u ∈ C1,β(Bδ(0)) be a weak solution of ∆u = f(u) such

that u ≥ 0 and u(0) = 0. Then β ≤ 1− α

1 + α
.

Proof: Let 0 < ρ < δ be arbitrary. Since u ≥ 0 and u ∈ C1, ∇u(0) = 0,
and for any x ∈ Bδ(0), |∇u(x)| ≤ C|x|β, and thus u(x) ≤ C|x|β+1.
We now let ζ be a radially symmetric function in C∞

c (Ω) with ζ = 1
on Bρ/2(0), |∇ζ| ≤ C1

ρ
, and |∆ζ| ≤ C2

ρ2 . Then

(2)

∫
Bρ

u∆ζ ≤ C
C2

ρ2

∫
Bρ

|x|β+1 ≤ C̃2ρ
β+n−1,

while by the weak equation,

(3)

∫
Bρ

u∆ζ =

∫
Bρ

f(u)ζ ≥ C

∫
Bρ/2

(
|x|β+1

)−α ≥ C̃1ρ
n−αβ−α.

Thus, ρn−αβ−α ≤ C̃ρβ+n−1 for arbitrarily small ρ, from which necessar-

ily β ≤ 1− α

1 + α
.

Note: Setting Cα,n =
[

(1+α)2

2n(1+α)−4α

] 1
1+α

, the function Uα,n(x) = Cα,n|x|
2

1+α

is a weak solution of ∆u = u−α achieving the maximum allowed regu-
larity.

The same argument as above can be applied to show a lack of bound-
ary regularity.

Lemma 7. Suppose Ω ⊂ Rn is a domain with an interior cone con-
dition, and suppose 0 ∈ ∂Ω. Let u ∈ C1,β(Ω̄) be a weak solution of

∆u = f(u) such that u ≥ 0 and u(0) = 0. Then β ≤ 1− α

1 + α
.

Proof: The above integrals (2) and (3), taken instead over Bρ ∩Ω, can
be estimated in exactly the same way.

There are some additional positivity results that will be useful in the
next section.
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Lemma 8. Suppose u is a positive and smooth subsolution to ∆u =
C1u

−α on a domain Ω which includes a ball B2ρ of radius 2ρ. Then

(1)
∫

B2ρ\Bρ
u1+α ≥ C1αωnρ

n+2

(2) sup∂Ω u ≥
(

C1α
2n−1

) 1
1+α ρ

2
1+α

Here ωn is the volume of the unit ball in Rn. Note that the second
property states that positive solutions on Ω with very small boundary
values do not exist, and that solutions defined on all of Rn must be
unbounded.
Proof: We use the weak inequality∫

Ω

Du ·Dζ ≤ −C1

∫
Ω

ζu−α for all ζ ∈ C1
c (Ω)

with ζ = uαϕ2 and ϕ a Lipschitz function which is equal to zero outside
B2ρ. Then∫

Ω

αuα−1ϕ2|Du|2 + 2

∫
Ω

uαϕDu ·Dϕ ≤ −C1

∫
Ω

ϕ2.

Using the Cauchy–Schwartz inequality,∫
Ω

ϕ2
(
αuα−1|Du|2 + C1

)
≤ 2

∫
Ω

uαϕ|Du||Dϕ|

≤ 2

∫
Ω

(
u

α−1
2 ϕ|Du|

) (
u

α+1
2 |Dϕ|

)
≤ α

∫
Ω

uα−1ϕ2|Du|2 +
1

α

∫
Ω

uα+1|Dϕ|2.

Thus,

(4) C1α

∫
Ω

ϕ2 ≤
∫

Ω

uα+1|Dϕ|2.

We choose ϕ to be radially symmetric on B2ρ so that, using the radial
variable r, ϕ(r) = 1 for 0 ≤ r ≤ ρ, and ϕ(r) = 2− r/ρ for ρ ≤ r ≤ 2ρ.
Then |Dϕ| = 1/ρ on B2ρ \Bρ. So, (4) becomes

C1αωnρ
n ≤ C1α

∫
Ω

ϕ2 ≤ 1

ρ2

∫
B2ρ\Bρ

u1+α,

which implies the first result. Now suppose u ≤ M on ∂Ω, so by the
maximum principle, u ≤M on B2ρ. The first result implies

Mα+1ωn((2ρ)n − ρn) ≥ C1αωnρ
n+2,

which completes the proof.
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3. Radially Symmetric Solutions

The analysis of solutions which are radially symmetric will be very
important to us.

Definition 9. A radial solution to ∆u = f(u) is a solution u(x) which
only depends on |x|. i.e. u(x) = u(r), r = |x|.

Radial solutions satisfy the ordinary differential equation urr+
n−1

r
ur =

f(u). We present the existence and asymptotics of radial solutions to
∆u = u−α with various intitial-boundary conditions. Some analysis of
this ODE was done by Brauner–Nicolaenko in [1]. We also investigate
the existence of radial solutions to ∆u = f(u).

Lemma 10. For any ε > 0, there is a radial solution to ∆u = f(u)
defined on Rn with u(0) = ε. In case f is locally Lipschitz near u = ε,
the solution is unique.

Proof: If we assume f is Lipschitz on [ ε
2
, 2ε], this can be done by the

Contraction Mapping Theorem. Setting v = u − ε, we seek a solution
v to the equation

(5)
(
rn−1vr

)
r

= rn−1f(ε+ v).

We consider the map T defined on {v ∈ C0[0, δ] : |v| < δ}, δ < ε/2,
by

T (v)(r) =

∫ r

0

1

tn−1

∫ t

0

sn−1f(ε+ v(s)) ds dt.

Then

sup |T (v)| ≤ δ2

2n
f(ε− δ)

and

sup |T (v1)− T (v2)| ≤
δ2L

2n
sup |v1 − v2|.

where L is the Lipschitz constant. So, for small enough δ, T is a
contraction mapping. Now T (v) ∈ C2[0, δ] with T (v)′(0) = 0 and the
unique fixed point satisfies (5). Since f > 0, the solution v cannot have
a local maximum, thus v ≥ 0, and then by integration, v(r) ≤ Cr2.
By the ODE existence and uniqueness theorem, this solution can be
continued to all of [0,∞). Thus, u = ε + v is a radial solution on Rn.
In the case that f is not locally lipschitz, local existence follows from
the Schauder fixed point theorem applied as in the proof of the next
lemma.

The following lemma, which we state in generality, will be applied in
the somewhat simpler case that g(u) = C1 = C2 is a single constant.
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Lemma 11. For any a ≥ 0, there is a radial solution to ∆u = f(u)
defined on Rn \Ba(0) with u(a) = 0 and ur(a) = 0.

Proof: For δ > 0, let K be the closed convex subset of X = C0[a, a+ δ]
defined by

K =
{
v ∈ C0[a, a+ δ] : A1(r − a)

2
1+α ≤ v(r) ≤ A2(r − a)

2
1+α

}
.

Here the Ai and δ are constants to be chosen. We define T : K → X
by

T (v)(r) =

∫ r

a

1

tn−1

∫ t

a

sn−1f(v(s)) ds dt.

We will show for small enough δ that T : K → K and that T is
continuous and compact in order to apply the Schauder Fixed Point
Theorem.
Now if v ∈ K,

T (v)(r) =

∫ r

a

1

tn−1

∫ t

a

sn−1g(v(s))v(s)−α ds dt

≤
∫ r

a

∫ t

a

g(v(s))v(s)−α ds dt

≤ C2

∫ r

a

∫ t

a

A−α
1 (s− a)

−2α
1+α ds dt

≤ C2A
−α
1 (1 + α)2

2(1− α)
(r − a)

2
1+α .

For the lower bound, we use a large integer m, depending on a and α.
We do this so that δ is independent of a, and allows a = 0.

T (v)(r) =

∫ r

a

1

tn−1

∫ t

a

sn−1g(v(s))v(s)−α ds dt

≥
∫ r

(m−1)a+r
m

t1−n

∫ t

(m−1)a+r
m

sn−1g(v(s))v(s)−α ds dt

≥ m1−nC1A
−α
2

∫ r

(m−1)a+r
m

t1−n

∫ t

(m−1)a+r
m

(s− a)
−2α
1+α ds dt

=
m1−nC1A

−α
2 (1 + α)

1− α

(
(1 + α)m2/(1+α) − 2m+ 1− α

2m2/(1+α)

)
(r − a)

2
1+α .

We choose m depending on α so that

(1 + α)m2/(1+α) − 2m+ 1− α

2m2/(1+α)
≥ 1 + α

4
,
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and so

T (v)(r) ≥ m1−n
α C1A

−α
2 (1 + α)2

4(1− α)
(r − a)

2
1+α .

For T to map K to itself, we need the inequalities

A1 ≤
m1−nC1A

−α
2 (1 + α)2

4(1− α)
≤ C2A

−α
1 (1 + α)2

2(1− α)
≤ A2,

which are satisfied if assume (without loss of generality) that C1C2 ≥ 1
and set the constants

A1 =

(
m1−nC1

2Cα
2

) 1
1−α2

(
(1 + α)2

2(1− α)

) 1
1+α

,

A2 =

(
C2m

(n−1)α

(
2

C1

)α) 1
1−α2

(
(1 + α)2

2(1− α)

) 1
1+α

.

To see that T is continuous, note that

|T (v1)(r)− T (v2)(r)| ≤
∫ r

a

t1−n

∫ t

a

sn−1 |f(v1(s))− f(v2(s))| ds dt

and we estimate

|f(v1(s))− f(v2(s))| ≤ v1(s)
−α |g(v1(s))− g(v2(s))|+g(v2(s))

∣∣v1(s)
−α − v2(s)

−α
∣∣

and∣∣v1(s)
−α − v2(s)

−α
∣∣ ≤ α

δ
min{v1(s), v2(s)}−α−δ|v1(s)

δ − v2(s)
δ|.

Since T maps K into C1, it is compact, and by the Schauder Fixed
Point Theorem, there exists a solution in K.

Remark: By a similar method, there exist solutions with u(a) = 0 and
ur(a) = A for any A > 0.

Remark: In contrast, for α ≥ 1, there exists no radial solution u to
∆u = f(u) on 1 ≤ r < 1 + ε with u > 0 on (1, 1 + ε) and u(1) = 0.
For example in case n = 2, we change to the variable t = log r so
that utt = e2tf(u) on an interval [0, ε′) with u(0) = 0. Since ut > 0,
we have ut ≤ ut(ε

′) = C, so u ≤ Ct. But then utt ≥ C̃t−α, and so

ut ≤ C+C̃
∫ t

ε′
s−α ds. So, for α ≥ 1, ut is unbounded below on approach

to t = 0, a contradiction. A similar argument holds for n ≥ 3.

We now turn to the asymptotics of radial solutions to ∆u = u−α.
We will show that solutions are asymptotic to the solution Uα,n(x) =

Cα,n|x|
2

1+α , where as before,

C−1−α
α,n =

2− 2α

(1 + α)2
+

2(n− 1)

1 + α
.
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First, by Lemma 8, all solutions are eventually bounded below by

B1r
2

1+α and thus bounded above by B2r
2

1+α for r > r0. Here the con-
stants B1, B2, and r0 may depend on ε for the solutions of Lemma 10
and a for the solutions of Lemma 11.

We consider the function v where u = Cα,nr
2

1+α (1+v). The equation
for v is

vrr +
4

1+α
+ n− 1

r
vr +

(1 + α)C−1−α
α,n

r2
v =

C−1−α
α,n

r2

[
(1 + v)−α − 1 + αv

]
.

In order to make the equation autonomous, we change to the variable
t = log r and we have the equation

(6) vtt + βvt + γv = C−1−α
α,n

[
(1 + v)−α − 1 + αv

]
,

where

β =
n+ 2 + (n− 2)α

1 + α
and γ =

2n+ 2(n− 2)α

1 + α
.

Now we need to show that as t→∞, all solutions v converge to the
solution v = 0. Note that solutions v now satisfy 0 < B1 < 1+ v < B2.
The equation (6) may be written as an autonomous system for ~v =
(v, vt):[

v
vt

]
t

=

[
0 1
−γ −β

] [
v
vt

]
+ C−1−α

α,n

[
0

(1 + v)−α − 1 + αv

]
,

which we will write briefly as ~vt = A~v + ~h(~v).
Note that (0, 0) is the only critical point of this system among ~v with

1 + v > 0. For small v, the nonlinear part ~h(~v) is on the order of v2.
The linear part with matrix A has eigenvalues

λ =
−β
2
±

√
β2

4
− γ.

For n = 2, β2

4
−γ = 4

(1+α)2
− 4

1+α
< 0, and the eigenvalues are complex.

For n ≥ 7, the eigenvalues are real, and for intermediate n, the situation
depends on α. From now on we will assume that n = 2. In this case
the real part of the eigenvalues is − 2

1+α
.

First we will show that for any ε > 0, eventually |~v(t0)| < ε for some
t0. For notational convenience, we will substitute x = v, y = vt and
write the autonomous system as

xt = P (x, y) = y

yt = Q(x, y) = −γx− βy + C−1−α
α,2 ((1 + x)−α − 1 + αx)
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First, there are no closed cycles of this system in the half-plane 1+x > 0
since by Green’s Theorem, if Γ were a cycle of period T enclosing a
region Ω, then

0 =

∫ T

0

xtyt dt− ytxt dt =

∫
Γ

xt dy − yt dx =

∫
Γ

P dy −Qdx

=

∫
Ω

(Px +Qy) dA =

∫
Ω

−β dA.

Now consider the region D consisting of a rectangle with a small disk
about zero removed:

D = {B1 − 1 < x < B2 − 1,−R < y < R} \
{
x2 + y2 < ε2

}
.

Since there are no critical points or cycles in D, by the Poincaré–
Bendixson Theorem, any solution trajectory in D must leave in finite
time. By our estimates, no trajectory may leave through either side
x = B1 − 1 or x = B2 − 1. On the other hand, on the side y = R,
we have yt = −γx− βR + C−1−α

α,2 ((1 + x)−α − 1 + αx) < 0 for R large
enough, and similarly yt > 0 along the side y = −R for R large enough.
Thus, the trajectory must leave through the circle x2 +y2 = ε2 at some
time t0.

Now the solution satisfies

~v = eA(t−t0)~v(t0) +

∫ t

t0

eA(t−s)~h(~v(s)) ds

and so

|~v| ≤ e−
β
2
(t−t0)|~v(t0)|+

∫ t

t0

e−
β
2
(t−s)|~h(~v(s))| ds

Suppose at some time t1 after t0 the trajectory grows to where |~v(t1)| =
2ε. Then we have

2ε ≤ e−
β
2
(t1−t0)ε+

∫ t1

t0

e−
β
2
(t1−s)C0ε

2 ds < ε+ Cε2,

a contradiction for small ε. Thus, replacing ε by ε/2, we have

e
β
2
t|~v| ≤ e

β
2
t0|~v(t0)|+ ε

∫ t

t0

e
β
2
s|~v(s)| ds,

and so by Gronwall’s Inequality,

|~v| < Ce(ε−β/2)t

for t > t0.
Now, the homogeneous equation

wtt + βwt + γw = 0
9



has solutions w1 = eλ1t and w2 = eλ2t, where λi are the eigenvalues
of A given above. The Wronskian W of these has order e−β. By the
variation of parameters formula, we may now write the solution v as

v = A1w1 + A2w2 + w1

∫ t

0

−h(v)w2

W
+ w2

∫ t

0

−h(v)w1

W
,

where h(v) = (1 + v)−α − 1 + αv. Since the integrals in this formula
are convergent, we may rewrite as

v = Ã1w1 + Ã2w2 +O
(
e(ε−β)t

)
.

We have shown the following

Lemma 12. Let u be a radial solution to ∆u = u−α in dimension 2.
Then

u− Cα,2r
2

1+α = A cos(a log r) +B sin(a log r) +O
(
rε− 2

1+α

)
for any ε and suitable a.

The equation ∆u = u−α has a natural scaling so that if u is any solu-

tion and C > 0 any constant, then the function ũC(x) = C− 2
1+αu(Cx) is

also a solution. The radially symmetric singular solution Uα,2 is invari-
ant under this scaling. The above asymptotics show that any radially
symmetric solution u satisfies |u−Uα,2| < k for some constant k. Thus,

for any constant C, |ũC −Uα,2| < C− 2
1+αk, and so as C →∞, the scal-

ings of any radially symmetric solution converge uniformly to Uα,2. So,
if we choose all the scalings of a radial solution with u(1) = u′(1) = 0,
and all scalings of a radial solution with u(0) = 1, u′(0) = 0, these form
a continuous family of solutions including Uα,2.

Corollary 13. There exists a continuous family Ws, s ∈ R of radially
symmetric solutions to ∆u = u−α, where

- W0 = Uα,2,
- for s < 0, Ws is defined on (−s,∞) with Ws(−s) = W ′

s(−s) =
0, and

- for s > 0, Ws is complete with Ws(0) = t,W ′
s(0) = 0.

Also, because of the oscillatory asymptotics in lemma 12, we have

Corollary 14. The Dirichlet problem{
∆u = u−α on B1 ⊂ R2

u = Cα,2 on ∂B1
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has infinitely many distinct positive solutions. The free boundary prob-
lem  ∆u = u−α on Ω ⊂ B1 ⊂ R2

u = Cα,2 on ∂B1

u = |∇u| = 0 on ∂Ω ∩B1

also has infinitely many positive solutions.

Similar statements hold for suitable α in dimensions 3 through 6.

4. Tornados

We are now ready to prove Theorem 2.
Proof of Theorem 2: Suppose {uj} is a tornado sequence of solutions to
∆u = f(u) as in Definition 1, where f(u) satisfies the hypotheses in (1).
Consider the continuous family of functions W̃s(x) = Ws(

√
C2x), which

satisfy ∆W̃s = C2W̃
−α
s , and are thus supersolutions to the equation.

For each j, we consider sj := sup{s : W̃s < uj}. Then −∞ < sj < ∞
and W̃sj

≤ uj with W̃sj
(xj) = uj(xj) for some xj ∈ B̄rj

. Now for very

large j, W̃inf uj
< ε on Brj

. Thus, W̃sj
< ε on Brj

and xj ∈ Brj
. Also,

0 < W̃sj
≤ uj on Ω̃ = {x ∈ Brj

: W̃sj
(x) > 0}. But ∆(W̃sj

− uj) >

C2

(
W̃−α

sj
− u−α

j

)
> 0. Since W̃sj

− uj has an interior zero maximum

at xj, by the Hopf Maximum Principle, W̃sj
= uj, a contradiction.

Corollary 3 now follows from the result of [7].
Remark: The same proof holds showing there is no tornado sequence
of class µ with µ(δ) = | log δ|−m for any 0 < m < 1 as in [7].

We can also modify the proof of the tornado theorem to show bound-
ary continuity on the disk.

Lemma 15. A sequence of positive solutions uj to ∆u = f(u) on a
disk B ⊂ R2 with |uj|C1(∂B) ≤ M and uj |∂B> ε is equicontinuous on
B̄.

Proof: Suppose not. Then there is a fixed δ > 0 and sequence of
solutions uj and points xj, yj ∈ B̄ with uj(xj) − uj(yj) > δ and |xj −
yj| → 0. Using Corollary 3 and passing to a subsequence, then xj, yj →
x0 ∈ ∂B. By standard elliptic regularity (for instance Theorem 9.14 in
[5]), then there are points zj with zj → z0 ∈ ∂B and uj(zj) → 0. Now

we use the functions W̃s as in the above proof to get a contradiction.

5. Singular Solutions

The construction of singular solutions to ∆u = f(u) follows the
Leray–Schauder degree scheme used in [6] and [10]. We are able here
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to get better results than those achieved for the equation ∆u = 1
u

in
[6].

We will consider the Banach space B = C2,µ(Ω) of functions with
Hölder continuous second derivatives on a domain Ω ⊂ R2 with norm
| · |2,µ. First, by Schauder estimates, for any δ > 0, there is a number
Mδ such that any solution u of ∆u = f(u) with δ ≤ u ≤ 1

δ
satisfies

|u|2,µ < Mδ. We set

Uδ = {u ∈ B : u > δ, |u|2,α < Mδ}.

Given boundary data ϕ0 with δ < ϕ0 <
1
δ
, we consider the nonlinear

operator T0 : Uδ → B, defined by T0(u) = v, where v is the solution of{
∆v = f(u) on Ω
v = ϕ0 on ∂Ω

Lemma 16. For each Ω ⊂ R2, there exists M(Ω) such that if ϕ0 >
M(Ω), then the Leray–Schauder degree deg(I − T0,Uδ, 0) = 1 for all
0 < δ < 1/M(Ω).

Proof: We choose an origin 0 ∈ Ω. We again use the family W̃s of
solutions to ∆W̃s = C2W̃

−α
s . We choose s0 such that W̃s0 > 1, and set

M(Ω) = sup
s≤s0,x∈∂Ω

W̃s(x).

Now consider Tt : Uδ → B, for 0 ≤ t ≤ 1, defined by Tt(u) = v, where
v is the solution to {

∆v = (1− t)f(u) on Ω
v = ϕ0 on ∂Ω

Since T1 is a constant function with image in Uδ, deg(I−T1,Uδ, 0) = 1.
So, the result holds unless there is a fixed point of Tt on ∂Uδ for some
0 ≤ t < 1. But any such fixed point u satisfies |u|2,µ < Mδ by the
Schauder estimate, and u is also a subsolution of ∆u = C2u

−α and so
the continuous family of barrier functions W̃s force u to be greater than
W̃s0 and thus greater than δ on Ω. So, there are no fixed points on ∂Uδ

and the result is proved.

Conversely, it follows from Lemma 8 that there is ε(Ω) > 0 such that
if ϕ0 < ε, then deg(I − T0,Uδ, 0) = 0. Now we suppose ϕt is a smooth
family of boundary data with ϕ0 > M(Ω) and ϕ1 < ε(Ω). We consider
Tt : Uδ → B defined by Tt(u) = v, the solution of{

∆v = f(u) on Ω
v = ϕt on ∂Ω

12



By the properties of the degree, there must be an intermediate tδ and
a fixed point uδ of Ttδ on ∂Uδ. Thus, uδ satisfies{

∆uδ = f(uδ) on Ω
u = ϕtδ on ∂Ω

with uδ ≥ δ and minΩ uδ = δ. We choose a sequence δj → 0 and con-
struct corresponding uj = uδj

. By Corollary 3, there is a subsequence
uj → u0 on any compact subset of Ω, where u0 is a singular solution
to ∆u = f(u). If Ω is a disc B, there is a subsequence uj → u0 on B̄
with u0 = ϕt0 on ∂B. The large variety of possible families ϕt implies
a large variety of singular solutions to the equation ∆u = f(u). This
completes the proof of Theorem 4.
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