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yig = (log) expression of gene g in subject i

xi = group indicator for subject i
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Naive Analysis
eg ⇠ N(0,�2

gIn)yg = X�g + eg

�g = (�0g,�1g)
T

�̂g = (XTX)�1XT yg least squares estimate

X = [1, xg] (n⇥ 2) matrix

s2g pooled variance estimate
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t-tests

Multiple testing: Bonferroni correction or FDR 
control!

Typically m is very large; e.g. O(10e3)


Often n is quite small; e.g. O(10e1) or O(10e2)

tg =
�̂1g

sg
p
⌫g

⇠ tdg , g = 1, . . . ,m
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Hierarchical (Bayesian) Model
Smyth (2004) SAGMB 9, No.1, Article 39 

Data Model
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Posterior Analysis

Posterior mean of is ��2
g | s2g s̃�2

g where

s̃2g =
d0s20 + dgs2g
d0 + dg

Moderated t-statistics:

t̃g =
�̂1g

s̃g
p
⌫g

⇠ tdg+d0 , g = 1, . . . ,m

if �1g = 0
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Mixture Model
Suppose P (�1g 6= 0) = p and

�1g |�2
g ,�1g 6= 0 ⇠ N(0, ⌫0�

2
g)

Posterior (log) odds

Bg = log

P (�1g 6= 0|ˆ�1g, s2g)

P (�1g = 0|ˆ�1g, s2g)

monotone in |t̃g|
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Empirical Bayes

Estimate hyperparameters from marginal likelihood

Plug-in posterior mean of the variance and use the 


EM-algorithm to fit the mixture model

The LIMMA R package uses ad hoc estimates of the 


hyperparameters

Other similar approaches by Bar et al. (2010),


Hwang and Liu (2010) 
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Unwanted Variation
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Factor Analysis
y = µ+ ⇤f + u

multivariate responsey (n⇥ 1)

f (k ⇥ 1) vector of common factors

⇤ (n⇥ k) factor loading matrix

u (n⇥ 1) specific/unique factors

E(f) = 0 V (f) = I

E(u) = 0 V (u) = diag( i) or  I = D

C(f, u) = 0
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Factor Analysis
The model implies

V (y) = ⇤⇤T +D = ⇤GGT⇤T +D

for any orthogonal matrix, G

Constrain ⇤tD�1⇤ to be diagonal

V (yi) =
kX

j=1

�2ij +  i

communality + specific variance

�2
ij is the extent to which yi depends on the

jth common factor
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HEFT Model (Gao et al. 2013)
yg = µ+X�g + ⇤fg + eg , g = 1, . . . ,m

Y = µ1T +XB + ⇤F + E

n⇥ 1

n⇥m

Columns of Y are standardized in advance


Means subtracted from rows of Y

�g ⇠ N(0, I2) independently g = 1, . . . ,m

eg ⇠ N(0,�2In) independently g = 1, . . . ,m
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Lung airway dataset
n=118: 79 smokers, 37 non-smokers

m=7575 genes

p=191,959 genotypes

96 non-duplicated pairs discovered using a Bonferroni


threshold 0.05/mp = 3.4 times 10e-11

61 of the 96 are cis
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Manhattan and QQ plots


